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Deep Learning in motion analysis for false start
detection 1n speedway racing

Jacek Krakowian, and Lukasz Jelen

Abstract—Accurately identifying false starts in speedway rac-
ing is a very challenging task due to the subtle nature of pre-
start movements. Manual detection methods, often dependent
on the judgment of race officials, are prone to errors and
subjectivity, leading to inconsistencies in decision-making. This
paper introduces an automated approach that leverages computer
vision methods to enhance detection precision. Here, we have
expanded its use to detect false starts in speedway racing. The
proposed approach introduces image processing techniques with
3D Convolutional Neural Networks (CNNs) and Long-Short-
Term Memory (LSTM) networks to analyze rider movements
during the starting procedure. Unlike manual detection, which
often misses fine movements at the start line, our method uses 3D
CNNs to monitor racer movements and applies LSTM networks
to assess time-based motion patterns that signal false starts. The
presented results show that the 3D CNN achieved an accuracy
of 86.36% with a higher precision when compared to traditional
methods. This automated process not only enhances fairness in
competitive racing, but also illustrates the broader capability of
emerging technologies to refine decision-making in sports.

Keywords—TFalse start detection; 3D Convolutional Neural Net-
works (3D CNNs); Long Short-Term Memory (LSTM) networks;
motion analysis; speedway racing

I. INTRODUCTION

PEEDWAY racing is a type of motorcycle racing where
Sriders compete on oval dirt tracks at very high speeds.
Races usually consist of short laps and riders must maneuver
their bikes through tight turns without brakes, relying on
throttle management and skills. This fast-paced sport requires
precision especially at the starting line, where even the slight-
est premature movement can not only have a major impact
on race outcomes, but can give racers an unfair advantage.
Detection of these movements remains a significant challenge
in speedway racing, making accurate false start detection
essential for maintaining the integrity of the sport.
Historically, false start detection in speedway has been man-
aged by officials using television video footage. Such false
start recognition heavily depend on human judgment, intro-
ducing variability and the risk of mistakes. Race officials often
depend on their ability to visually detect subtle movements or
analyze video footage, but this manual process is inherently
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limited by the events’ rapid pace and complexity. As a result,
false start decisions can be inconsistent as human observations
frequently lacks the precision needed to capture small, yet
significant, movements.

Over the years, several approaches have been developed to ad-
dress the limitations of manual detection [1]-[3]. One common
method involves the use of high-speed cameras and is widely
used in many racing environments [2]. This method allows
officials to slow down footage and review frame-by-frame
details of the start. Such an approach enhances the ability to
detect subtle false start movements but it is still a manual
process that depends on the experience and interpretation of
the official reviewing the footage and can result in reaching
different conclusions based on the same video evidence by
two different referees.

Another approach involves sensor-based systems that detect
physical movements or changes in position before official
start. Here, we can distinguish pressure-sensitive start gates
that detect racer-induced force and accelerometers mounted
on vehicles that measure sudden movements [4]. Although
these technologies can provide better precision, the implemen-
tation of such sensor systems requires significant infrastructure
changes and can be expensive to implement on a large scale.
Recent developments in the field of computer vision and
machine learning have emerged as leading solutions to au-
tomating complex detection tasks, including false start de-
tection [5], [0]. Furthermore, literature review shows that the
application of these techniques in various sports and safety-
related domains is an active research field. These technologies
have been used to analyze the performance of the skele-
ton push start in winter sports [7] and to detect service
height faults in badminton [8]. In motorsports, fast video
image detection has been implemented for racing cars using
TensorFlow Mobile Networks [9]. Other applications include
advanced video analysis for a variety of applications, such as
deception detection and facial micro-movement analysis [10].
These technologies have also shown promising results in tasks
such as detecting players and balls, tracking movements, and
recognizing strategies in a range of different sport fields.

In the field of speedway, one of the crucial moments of the
race is fair start, and therefore accurate false start detection
is crucial for maintaining the integrity of the sport. Using ad-
vanced vision-based algorithms, such as those seen in accident
detection systems, there is potential to significantly improve
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the reliability of false start identification in racing environ-
ments [ 1], [12]. These methods greatly improve our ability to
detect fast, subtle motions that may not be visible to the naked
eye. Moreover, advanced machine learning models, such as
3D Convolutional Neural Networks (CNNs), can now process
spatial data from image sequences and video data, allowing
real-time tracking of racer movements with high accuracy [13].
These networks extend 2D Convolutional Neural Networks by
adding a temporal dimension, allowing them to capture both
spatial and temporal information [13], [14]. 3D CNNs have
shown superior performance in various applications, including
human action recognition [15], [16], medical imaging [17],
silent speech interfaces [18], video super-resolution [19], and
gesture recognition using high-density surface electromyogra-
phy [20]. These networks can process raw input data without
the need for complex handcrafted features, making them
particularly effective for tasks involving motion analysis and
spatio-temporal pattern recognition. Because of their ability
to capture the spatial dynamics of movements, these models
seem to be very beneficial in identifying slight changes that
indicate a potential false start. Furthermore, long-short-term
memory (LSTM) networks can capture spatial dependencies
and contextual information in images [21], making them suit-
able for analyzing temporal sequences and therefore ideal for
monitoring motion patterns over time. LSTMs can effectively
capture spatial dependencies and contextual information in
images [22]. They have been successfully applied to scene
labeling [22], action recognition in videos [23], and human
re-identification [24]. These networks can process images as
sequences of pixels or high-level features extracted using
convolutional neural networks [25] [26]. In speedway, LSTMs
can be used to predict whether a series of movements is
consistent with a legitimate start or indicative of a false start
based on historical data [6].

This paper presents a novel approach that leverages the

strengths of both 3D CNNs and LSTM networks to overcome
the difficulties of false start detection in speedway racing. By
combining spatial and temporal analysis, the proposed system
aims to deliver an automated solution that reduces human error
and ensures more consistent and objective results.
The results presented in this paper can be beneficial beyond
speedway racing, as in many sports, false start detection,
and other motion-based judgments remain reliant on human
observers or basic timing devices. Recently, one can observe
a growth of demands for accuracy and fairness in sports.
Therefore, the need for advanced automated systems is be-
coming more apparent. Implementing machine learning-driven
detection tools like the one proposed in this paper has the
potential to establish a new standard for motion analysis in
competitive sports. Such systems could provide referees and
officials with tools they could use to make faster and more
precise decisions.

In subsequent sections, a cutting-edge approach is described
that integrates the latest advances in machine learning and
computer vision to tackle the problem of false start detection in
speedway racing. By automating false-start detection, we aim
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to bring a new level of fairness, consistency, and technological
advancement to the world of competitive racing.

II. MATERIALS AND METHODS

In this section, materials used and methods for false start
detection are described. This study focuses on a combina-
tion of frame difference algorithms, 3D Convolutional Neural
Networks (3D CNNs), and long-short-term memory (LSTM)
networks. Video footage was collected and preprocessed to
enhance image quality, followed by the application of a
frame difference algorithm to identify motion. 3D CNNs were
then used to extract spatio-temporal features from the video
sequences, enabling the detection of subtle racer movements.
LSTM networks were used to analyze the temporal progres-
sion of these movements, distinguishing false starts from valid
ones [27] [28] [29] [30].

In speedway racing, a false start occurs when a rider moves
from their starting position before the official start signal is
given, typically indicated by the rise of the starting tapes.
Riders are required to remain stationary at the starting line
until the signal is received, but due to the high tension and
quick reaction times involved, even the slightest movement
before the tapes rise can lead to a false start. This premature
movement gives the rider an unfair advantage by allowing
them to begin accelerating ahead of their competitors. When
a false start is detected, the race is usually stopped, and the
offending rider receives a waning or is disqualified if his bike
touches the tape. As mentioned previously, detecting false
starts manually can be challenging due to the subtlety and
speed of the movements, which is why automated detection
systems might be important in ensuring race integrity.

A. Speedway False Start Detection Dataset Description

To perform the detection of rider movements that are the
indication of false starts in speedway racing, we have prepared
a database comprising high-resolution video sequences. The
database is thoroughly designed to capture and highlight subtle
movements that precede a false start, providing a robust
foundation for developing and testing detection methodologies
focused on subtle movement analysis. The data set collected
comes from two different sources. The primary source comes
from official speedway world championships that were made
publicly available on the Official Speedway GP YouTube
Channel. In addition, we recorded videos during practice
sessions at the Opole Speedway track. Official videos were
recorded at a frame rate of 30 frames per second (FPS) and a
resolution of 960 x 540 pixels, utilizing Open Broadcaster
Software (OBS) to ensure consistent quality and format.
We conducted a thorough investigation of 20 real-life video
streams to identify rider movements during the starting pro-
cedures. From these streams, we extracted 75 distinct starts
with an average duration of 2 seconds, of which in 64 a
false start occurred, and in 11 of them the procedure was
misclassified. The misclassification is the situation in which
the rider movement was visible but the procedure was not
stopped. Supplemental data was recorded in a controlled
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environment during practice. Here, a total of 40 test videos
were recorded at a frame rate of 30 FPS and a resolution
of 1920 x 1080 pixels. These videos were used to verify the
correctness and robustness of the proposed false start detection
method.

The collected database is a valuable collection of annotated
video data for false start detection algorithms in speedway
racing. By including both competition and practice videos,
the dataset provides a diverse range of scenarios to improve
detection accuracy in real-world applications.

B. Research Methodology

In the described research methodology, we adopt a
comprehensive approach to evaluate techniques for false start
detection based on subtle rider movements that precede a
false start. The methodology is based on insights gathered
from the literature and the specific requirements of speedway
racing. Our approach integrates a series of computer vision
algorithms such as Long Short-Term Memory Networks and
3D Convolutional Neural Networks. The proposed networks
were compared with traditional movement detection methods
based on frame differences and the Gaussian mixture model.

1) Frame Difference Methods: Frame difference methods

belong to one of the simplest and most computationally
efficient techniques for detecting motion in video sequences.
These methods work by comparing the pixel values of con-
secutive video frames to detect changes, which typically
correspond to moving objects in the scene [31]. In this study,
we have compared three variations of this method: a two-
frame difference (TFD), a three-frame difference (ThFD),
and a custom two-frame difference (CTFD). These variations
offer different balances between motion sensitivity and noise
robustness.
In the two-frame difference method, the difference between
two consecutive frames is computed. If the absolute differ-
ence between the corresponding pixels exceeds a predefined
threshold, it is assumed that motion has occurred in that region.
Mathematically, the difference for a frame at time ¢ can be
represented as:

Dt(l’,].j): |It(x7y)_lt—1(xay)| (1)

where I;(x,y) and I;_1(x,y) represent the pixel intensities at
position (z,y) in the frames at time ¢ and ¢ — 1 respectively.
The advantage of this method is its ability to quickly highlight
regions with sudden changes in the scene. However, it may
struggle with noisy video sequences, as small fluctuations
in lighting or camera noise can trigger false positives. Ad-
ditionally, fast-moving objects may leave gaps or be under-
segmented since only the difference between two frames is
considered.

The three-frame difference method extends the two-frame
difference by incorporating an additional frame into the com-
parison [32]. It calculates the difference between the current
frame and both the previous and next frames, as shown by:

Di(z,y) = |Ie(x,y) — L1 (2, y) U L(2,y) — L1 (z, y)| (2)

By comparing the current frame with both adjacent frames,
this method improves the detection of continuous motion
and reduces sensitivity to noise. It helps eliminate some of
the flickering issues present in the two-frame method, as it
considers changes over a wider temporal window. This makes
it more reliable in detecting gradual movements or objects
that are moving slowly, at the cost of a slight increase in
computational complexity.

The custom two-frame difference is our modification of
a traditional two-frame difference algorithm that takes
two video frames (Fj) and (Fj4,) as input, where k
is the frame number, (k + n) is the number of the next
frame, and n represents the frame step. Unlike the standard
approach, the proposed algorithm does not restrict the input
to two consecutive frames, but also calculates a difference
between the foreground and background values. In the
proposed algorithm, the difference between the foreground
and background is calculated using a threshold applied to a
blurred version of the input frames at gray level. Motion is
detected if the subtraction of binary foreground values from
the background yields a result less than zero. This approach
improves detection flexibility by allowing the comparison
of non-consecutive frames and enhances accuracy in motion
detection by incorporating background subtraction with
thresholded, binary images.

2) Gaussian Mixture Model: A Gaussian Mixture Model
(GMM) is a probabilistic model that represents the presence
of multiple Gaussian distributions in a dataset. This method is
often used in motion detection to model the background of a
scene, where each pixel’s intensity is modeled as a mixture of
several Gaussian distributions [33]. This technique allows for
handling complex and dynamic backgrounds, such as moving
trees, rippling water, or varying lighting conditions. In motion
detection, the primary task is to separate moving foreground
objects from a static or semi-static background. GMM tackles
this by assuming that the pixel intensities of the background
can vary and are best represented by a mixture of Gaussian
distributions [34]. Each pixel in the video frame is modeled
as a combination of K Gaussian distributions. The probability
of observing a pixel intensity X; at a location (x,y) at time
t is given by the mixture model described by equation 3.

K
P(Xy(2,y) = Y wi- N(Xo(,y) i, o) 3)
i=1

where w; is the weight (or probability) associated with the
i—th Gaussian distribution and N' (X, (z,y)|p:, o2) represents
the i — th Gaussian distribution with mean y and variance o?.
Initially, each pixel in the scene is modeled by a set of K Gaus-
sian distributions with random mean values and variances. As
more video frames are processed, the model parameters are
updated to reflect the pixel’s evolving background behavior.
For each new pixel intensity the algorithm checks whether
it fits any of the existing Gaussian distributions within a
threshold determined with a Mahalanobis distance. To detect
motion, the GMM method examines each pixel and determines
whether its intensity value fits any of the existing background



models. If the pixel value does not match any Gaussian model
representing the background, it is classified as foreground,
which is considered as motion.

3) Long Short-Term Memory Networks: Long-Short-Term
Memory networks are a type of recurrent neural network
(RNN) designed to handle sequential data to overcome the
limitations of traditional RNNs, such as the problem of
vanishing and exploding gradients [35]. These networks are
particularly effective in learning long-term dependencies in
the data, making them suitable for time series tasks, including
video motion detection.

The architecture of LSTMs is consists of memory cells that
control the flow of information, enabling the model to retain,
forget, or update information as needed. Each LSTM unit
consists of the input gate that controls how much of the new
information from the current input should be written to the
cell state, the forget gate that decides which parts of the cell
state to forget, and the output gate that regulates the amount
of information from the cell state that should be output to the
next time step.

In video-based motion detection, these networks can be
used to capture temporal dependencies in the sequence of
video frames. Unlike traditional frame-difference methods,
which only analyze two or three consecutive frames, LSTMs
have the ability to learn from extended sequences of frames
and extract motion patterns over time. This makes them
particularly effective for detecting complex movements,
tracking objects, or identifying subtle changes in the scene
that evolve over time. By processing such time sequences,
LSTMs can predict whether motion is occurring in the current
frame or provide continuous tracking of moving objects [35].

4) 3D Convolutional Neural Networks: 3D Convolutional
Neural Networks (3D CNNs) extend the concept of traditional
convolutional neural networks by applying convolutional
operations in three dimensions: height, width, and time.
This makes them particularly powerful for tasks involving
spatio-temporal data, such as video analysis and motion
detection. Unlike 2D CNNs, which are limited to processing
spatial features of individual frames, 3D CNNs capture
both spatial and temporal features by convolving multiple
consecutive video frames [14].

Typically in 3D CNNs, the input consists of a sequence
of video frames represented as a 3D tensor of dimensions
(T,H,W,C), where T is the number of frames (temporal
depth), H and W are the height and width of the frame,
and C is the number of channels. A 3D convolutional layer
applies filters that have a shape of (di,dp,d,,C), where
d; represents the temporal depth and dj and d, represent
the spatial dimensions of the filter. The output of a 3D
convolutional operation is another 3D feature map, which
allows the network to capture spatio-temporal patterns across
consecutive frames [36].

By processing a stack of consecutive video frames, 3D CNNs
can learn to identify complex motion patterns that span across
multiple frames. For example, they can detect activities
such as walking, running, or jumping by understanding how
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objects move over time. This makes 3D CNNs particularly
effective for action recognition, human behavior analysis,
and object tracking in videos. Compared to traditional
frame-based motion detection methods, 3D CNNs can model
both short-term and long-term dependencies in video data,
resulting in more accurate and robust motion detection.

In conclusion, the materials and methods described in this
section provide a solid framework for detecting false starts
in speedway racing. The proposed combination of methods
and analysis, such as frame difference methods, Gaussian
mixture models, long-short-term memory networks, and 3D
convolutional neural networks, can capture and classify critical
moments at the start of each race with great reliability. For
comparison purposes, we have implemented both traditional
and advanced machine learning approaches to capture and
analyze crucial spatio-temporal patterns associated with rider
movement. These methods allow for precise detection of
motion irregularities that signal a false start that can be used in
a reliable system to monitor and detect false starts in speedway
competitions.

III. RESULTS

Detecting false starts in speedway racing presents several
challenges, including unpredictable environmental conditions,
the minimal distance that separates riders, and the need for
precise timing to distinguish between legitimate and false
movements at the start line. Traditional human-based as-
sessments are often error-prone, given the high stakes and
pressure associated with these starting sequences. In response
to this problem, our proposed methodology aims to provide a
more accurate and automated approach to analyzing image se-
quences for false start identification. In this section, we present
the results obtained from implementing various methods for
false start detection in speedway racing. By applying frame
difference methods, Gaussian mixture models (GMMs), Long-
and short-term memory (LSTM) networks, and 3D Convolu-
tional Neural Networks (3D CNNs), we evaluated the system’s
ability to detect them. Each method was assessed based on
its accuracy and robustness to environmental variations. The
results demonstrate the effectiveness of these approaches in
identifying early motion patterns and distinguishing legitimate
starts from false ones, providing a comprehensive evaluation
of their performance under real-world racing conditions. The
performance of the algorithms was evaluated on the videos
from the collected database and compared with traditional
human assessments to emphasize their comparative strengths
and potential areas for enhancement.

The frame difference and Gaussian mixture methods were first
applied to the practice sequences of the Opole track and the
laboratory setup. Here, all the methods showed very good
results reaching 99% accuracy for subtle movement detection.
This level of precision arises from focusing solely on one
object against a fairly consistent background. In the next
step, the algorithms were applied to the 70 database image
sequences from official video footage. An example of the
results obtained is shown in Fig. 1 and the detected motion is
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marked in green. The comparison of the results demonstrate
that the TFD method was able to detect the movement of
only one rider (see Fig. 1a) while the proposed CFTD method
identified the front and back wheels of a red helmet rider
as well as an advertisement rotation (see Fig. 1b). The clear
motion is also visible in Fig. 1c that shows an example of a
ThFD method. Here, a motion of additional bike parts was
detected, such as the clutch, spokes, and a part of the engine.
The last method, namely GMM algorithm was bale to detect
the movement of a yellow rider with his front wheel (Fig. 1d).
In the remaining experiments, we tested the possibility
of detecting false starts based on subtle rider movements
with long-short-term memory and 3D convolutional neural
networks. The LSTM was implemented due to its proficiency
in handling sequential data and capturing temporal depen-
dencies. The network was trained with the annotated data
set comprising the official competition focusing on sequences
where minimal pre-start motions were critical for detection
accuracy. Upon evaluation, the LSTM network achieved an
overall accuracy of 69.21% in correctly identifying false starts.
This performance reflects the model’s ability to recognize and
learn from the temporal patterns associated with subtle rider
movements preceding a false start. The accuracy indicates &
a moderate level of effectiveness, suggesting that while the . ¥ S —
LSTM network can capture essential temporal features in ;-‘ /| #PPFFH\T."“V“?
the data, there is room for improvement. 3D CNN, on the 0= L
other hand, is particularly well-suited for video analysis as
it processes consecutive frames simultaneously, allowing it
to learn motion patterns over time. The network was trained
using the same dataset and the evaluation showed an overall
precision of 76. 19%. This performance marks a significant
improvement not only in the accuracy of the LSTM network
but also over the GMM and frame-difference methods. The
increased accuracy suggests that the 3D-CNN is more effec-
tive in differentiating between normal prerace activities and
movements that constitute a false start. The complete results
are summarized in Table I and the 3D CNN traing perfomance
is shown in Fig. 2.

TABLE 1. False start detection results. (c) Three Frame Difference.

Method TFD | CTFD | ThFD | GMM | LSTM 3D CNN
Detected 70 % | 65 % 50% | 75 % 69.21% | 76.19%
Not detected | 30 % | 35 % 50% | 25 % 30.79% | 23.81%

IV. RESULT DISCUSSION

The primary objective of this study was to develop and
evaluate machine learning models capable of detecting false
starts in speedway racing by analyzing subtle movements in
video sequences. The detection of such minimal movements is
critical for ensuring fair competition, but presents significant
challenges due to the nature of the motion and the poten-
tial noise in the data. We implemented two neural network
architectures to address this challenge and compared their Fig. 1. Motion Detection Results.
performance. Additionally, we compared the performance with
conventional frame difference and Gaussian mixture methods.

(d) Gaussian Mixture Model.
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Fig. 2. Results of 3D Convolutional Neural Network for 300 epoch.

This study showed that employing advanced image processing
and machine learning techniques we were able to accurately
detect false starts despite the major challenges that lie in the
close proximity of the racers and the critical timing precision
required at the start.

The results presented in this study demonstrate that the
described techniques substantially surpass manual detection
to accurately identify false starts. On average, 20% of the
referee misclassified false starts were correctly classified with
the proposed framework. Furthermore, the results show that
3D Convolutional Neural Network networks outperform all
other methods and proved to be advantageous in classify-
ing movements at the start line, capturing even subtle and
progressive shifts that are challenging for human referees.
Although some of the simpler methods, such as the traditional
two-frame difference (TFD) and the three-frame difference
(ThFD), offered lower accuracy in the case of competitive
event footage, their performance in controlled environments
was nearly flawless. This suggests that these methods could
be valuable in specific contexts, such as practice settings or
situations with fewer visual complexities.

Overall, the application of neural network approaches pro-
vides a foundational approach for modeling temporal dynam-
ics in rider movements and the combination of traditional
motion detection algorithms with more sophisticated machine
learning models presents a strong case for an automated
false start detection system. The results clearly show that
the proposed methods contribute valuable insights into the
development of more robust false start detection that can

support human referees in making critical decisions, thus
improving fairness in speedway racing.

V. CONCLUSIONS

This study aimed to address challenges faced during the
detection of small movements in video sequences for the de-
tection of false starts by developing machine learning models
capable of detecting these minimal pre-start motions using
high-resolution video data. For this purpose, we curated a
specialized dataset comprising annotated videos from official
competitions and practice sessions, focusing on capturing the
nuanced movements indicative of false starts. The database
was then used to train and test several detection methods
described in sec. II-B, including traditional image processing
techniques and advanced machine learning models. The ob-
tained results demonstrate the potential of advanced machine
learning techniques, particularly 3D convolutional neural net-
works, in improving the detection of false starts in speedway
racing through the analysis of subtle rider movements. Al-
though traditional methods like GMM and frame differences
provide a reasonable baseline, the enhanced performance of
the 3D CNN indicates significant advantages in using deep
learning models for this application. By achieving the highest
detection rate of 76.19%, the 3D CNN showcases its effec-
tiveness in capturing complex spatio-temporal patterns that
are critical for accurate false start detection. The two-frame
difference methods (TFD and CTFD) and the three-frame
difference method (ThFD) yielded moderate detection rates,
highlighting the limitations of relying solely on simple frame
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difference techniques. The presented outcomes have significant
implications beyond speedway racing. Many other motorsports
encounter similar challenges where precise movement recog-
nition is important. Therefore, continued efforts are needed to
refine these models and address current limitations to further
enhance detection accuracy.

The findings from this study have not only demonstrated
the potential of advanced detection methods but have also
endorsed a clear course for future research. By comparing
traditional image processing techniques with deep learning
models, we have gained valuable insights into the strengths
and limitations of each approach in detecting subtle rider
movements. A key area for future work is the extension of the
database. Expanding the dataset to include a larger number of
videos from various competitions, tracks, and environmental
conditions will enhance the robustness and generalizability of
the detection models. Incorporating additional data, such as
higher-resolution footage, different camera angles, and more
instances of both false starts and correctly started races, will
allow for more comprehensive training and validation of the
models. Another promising direction for future work would be
integrating these systems with existing sports technologies to
create a more comprehensive framework for monitoring and
analyzing competitive events.

In conclusion, the presented research showcases pathways
to integrating advanced image analysis and machine learning
to speedway racing by ensuring that false starts are identified
with greater precision, ultimately promoting fair play and
competitiveness in the sport.
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