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Human-AI collaboration in
Hybrid Multi-Agent Systems

Rafal Labedzki

Abstract—This paper examines Hybrid Multi-Agent Systems,
integrating both human and non-human intelligent agents, as
a new subject of management research. It presents original
definitions of key concepts: intelligent agents, artificial intelligent
agents, and Hybrid Multi-Agent Systems. These definitions are
grounded in Distributed Artificial Intelligence and provide a
foundation for exploring the collaboration between human and
artificial intelligent agents. The study addresses fundamental
research questions regarding the nature of intelligent agents
and their role within Multi-Agent Systems, proposing Hybrid
Multi-Agent Systems as a novel framework that allows for
seamless cooperation between human and non-human entities.
Through a narrative literature review, this paper highlights
the potential implications of Hybrid Multi-Agent Systems for
scientific research in management, offering a conceptual basis
for future research in this evolving field.
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I. INTRODUCTION

S INCE the 1970s, the field of Distributed Artificial In-
telligence (DAI) has emerged as a significant branch of

artificial intelligence, driven by the need for more capable
intelligent agents. This evolution gave rise to a specialized
subfield known as Multi-Agent Systems (MAS) [1].

The advent of large language models (LLMs) has revolu-
tionized natural language processing (NLP), dramatically en-
hancing the communication capabilities of artificial intelligent
agents. These agents can now interact not only with each
other but also with humans using natural language [2], [3].
This breakthrough has redefined the conceptual framework of
MAS, paving the way for the development of Hybrid Multi-
Agent Systems (HyMAS). A HyMAS integrates both human
and non-human intelligent agents, marking a transformative
paradigm shift in the field of management.

The growing body of research underscores the increasing
importance of this topic. For instance, studies such as [4]–[6]
explore the collaboration between artificial intelligent agents
and humans through natural language interfaces. Additionally,
the relentless pursuit of artificial general intelligence (AGI)
and artificial superintelligence (ASI) suggests that the so-
called singularity may be approaching [7]. These advance-
ments indicate that Hybrid Multi-Agent Systems are likely to
become a reality in the near future.
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While existing research has explored human-AI collabo-
ration, a comprehensive theoretical framework that positions
both human and artificial intelligent agents as equal partic-
ipants in management processes remains absent. This paper
aims to address this gap by introducing the concept of Hybrid
Multi-Agent Systems. Its primary objective is to define Hy-
MAS and examine its potential as a subject of scientific inquiry
in the field of management. To this end, I propose original
definitions for intelligent agents, artificial intelligent agents,
Multi-Agent Systems, and Hybrid Multi-Agent Systems, using
these as a foundation to discuss the implications of HyMAS
for management research.

II. METHOD

To address the diverse issues surrounding HyMAS, includ-
ing intelligent agents, MAS, NLP, and management, I adopted
a narrative literature review approach. While this method lacks
the methodological rigor of a systematic literature review, it
provides a broad and comprehensive overview of the research
topic [8]. As part of the traditional review family, the narrative
literature review, despite its limited transparency, enables the
synthesis of insights from extensive literature research [9].

To ensure the quality of the review, I formulated research
questions [8] and designed specific literature search queries
[10]. The query (”ai agent*” AND team*) was employed to
search the databases EBSCO, Scopus, Emerald, and Web of
Science, with the condition ”journal articles only.” This search,
yielded 27, 29, 57, and 65 papers, respectively. Additionally,
I utilized reference list checking [11] to further expand the
scope of the literature review.

TABLE I
Research questions

ID Research question
RQ1 What is an intelligent agent?
RQ2 What is a multi-agent system?
RQ3 Can humans be a part of a multi-agent system?
RQ4 What are the implications of multi-agent systems composed of

both human and non-human agents for the scientific research
in the field of management?

III. RESULTS

A. Intelligent Agent

Although the term ”intelligent agent” has been widely used
in scientific literature for many years, it’s quite challenging to
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find its universally accepted definition [12]. As Carl Hewitt
commented ironically at the 1994 DAI Workshop, ”asking
the question of what an agent is to a DAI researcher is as
embarrassing as the question of what intelligence means is
for an AI researcher” [13].

The origins of the concept of intelligent agent can be
found in the control theory (developed by Wiener [14]), later
transferred to symbolic AI and distributed AI [13]. From the
perspective of the control theory, an intelligent agent would
be a regulatory mechanism trying to achieve a goal state
by undertaking actions that change its current state. A good
example is a thermostat that measures the temperature in the
room and adjusts the valve to achieve the desired temperature
[12]. To be able to do it, an intelligent agent must have a
perception of the environment to assess its state, a definition
of a desired state, and means to change the state. Undertaking
actions that lead to achieving the goals of an intelligent
agent, based upon its knowledge about the environment can
be understood as rational behavior [15], [16].

An intelligent agent must want to achieve its goals. Without
it an agent would only know that the current state of an
environment is different than desired but would not undertake
any actions. This will to act is defined as an intention of an
intelligent agent to achieve a desired state by using available
means. That’s why some researchers define intelligent agents
as intentional systems [17], [18].

However, it’s not enough for an intelligent agent to have
means and intention to use them - agent must be allowed to
do it - what leads to the need of autonomy [19]. According
to Russell and Norvig [16] an autonomous intelligent agent is
not only allowed to act, but also learns from its actions and
improves itself.

It’s also important to distinguish between means understood
as actuators that an intelligent agent can use to manipulate
in the environment and means understood as the resources
required to use these actuators or, in the more complex
systems, maintain the functioning of an intelligent agent.
Resource boundedness is a key concept behind the rationality
of an intelligent agent [15].

Intelligent agents function in a social space, meaning that
they interact with other agents. They have to be able to take
these interactions into account when planning actions that lead
to achieving their goals. It’s called a social ability of an agent
[12].

So, what is an intelligent agent (RQ1)? It’s an entity, either
artificial - non-human [13], [16], [19], [20], or natural - human
[15], [17], [21]–[23] that 1) is autonomous, 2) perceives its
environment, 3) undertakes rational actions that are the result
of this perception, its internal desires, available means and
resources, as well as social constraints, and 4) learns from
these actions to improve itself.

Intelligent agents can be classified according to the type
of environment they inhabit. Physical agents exist in real
world. They can be further divided into biological agents (for
example human), artificial agents (non-human), hybrid agents
(composed of biological and artificial parts). Mental agents
are deployed as software systems and exist only in the virtual
world [1].

B. Artificial Intelligent Agent

The term intelligent agent has been recently suppressed by
the term artificial intelligence (AI) agent. In the contemporary
literature it’s rather hard to find notion about intelligent agents
or even artificial intelligent agents, what would be correct
according to the classification by Goonatilleke et al. [1].
However, there are no additional or distinctive features of
artificial intelligence (AI) agents that would distinguish them
from artificial intelligent agents, what allows to conclude that
both terms are synonyms. In the most recent papers on AI
agents it’s also common to refer to them as just agents [24].
This however leads to classification on agents and humans
[25]. It seems more accurate to refer to both humans and
non-humans as agents [21], [23], both classes understood
as intelligent agents. As a result, intelligent agents that are
artificial, can be called either artificial intelligent agents, AI
agents or non-human agents, whereas intelligent agents that are
biological can be called biological intelligent agents, human
intelligent agents or human agents. By referring to humans as
human agents it’s possible to naturally include them in multi-
agent systems and specifically hybrid multi-agent systems that
are composed of both human and non-human agents.

Artificial intelligent agents are built upon distinct architec-
tures, which significantly influence their behavior and capa-
bilities. These architectural differences are substantial enough
to warrant the inclusion of architectural constraints in the def-
inition of AI agents. I propose a specialized sub-definition of
intelligent agents that explicitly incorporates these constraints.
By introducing this definition, I aim to emphasize that the
architecture of an AI agent is a critical factor that must be
identified and considered when the artificial intelligent agent
is the subject of scientific research.

As shown in Table II, multiple approaches to classifying
AI agent architectures are well-documented in the literature.
However, an analysis of the characteristics across these classes
reveals that a sufficiently abstract level can be identified—one
that is broad enough to encompass all classifications yet
detailed enough to capture the most significant differences
between them. The following analysis provides a detailed
description of the selected dimensions and the approach used
to determine this level of abstraction. The outcome is a high-
level classification that refines the foundational definition of
an intelligent agent, ultimately enabling the formulation of a
specialized sub-definition for AI agent.

TABLE II
Classification of types of architectures of artificial intelligent agents

Dimension Classes
Structure (pro-
gram) type

Simple reflex agent, Model-based reflex agent, Model-
based goal-based agent, Model-based utility-based
agent, Hybrid (mixed)

Ability to learn Learning, Not learning
Abstract archi-
tecture

Purely reactive, With state

Concrete archi-
tecture

Logic-based (deliberate) architectures, Reactive archi-
tectures, Belief-Desire-Intention Architectures (BDI),
Layered Architectures

Behavior Pro-active, reactive
Architecture Reactive, Deliberative, Interacting, Hybrid

Note. Sources: [12], [13], [16]
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1) Structure (program) type: All artificial intelligent agents
operate in environments, that can be either physical or
software-based. They perceive their environments using sen-
sors. Actuators, like a robotic arm or a function in the code, are
used by AI agents to interact with their environments. Simple
reflex agents are the most basic form of artificial intelligent
agents. They operate by selecting actions solely based on the
current percept, without considering any history of previous
perceptions. These agents rely on condition-action rules, which
are essentially if-then statements that map a situation to an
action. Model-based reflex agents improve upon simple reflex
agents by maintaining an internal model of the world. This
model allows the agent to keep track of previous percepts.
By maintaining an internal state, these agents can handle
partially observable environments and make decisions based
on both the current percept and the internal state. Goal-based
agents operate by considering future states that result from
their actions and selecting actions that help them achieve
their goals. Plans they formulate can contain single actions or
sequences of actions. Unlike reflex agents, goal-based agents
need to evaluate the desirability of different states and choose
plans of actions that maximize the likelihood of reaching their
goals [16]. Utility-based agents enhance goal-based agents
by incorporating a utility function [26], which allows them
to evaluate the desirability of different states in terms of a
measure of utility. This enables the agents to not only achieve
goals but also to optimize their actions according to a utility
measure.

2) Ability to learn: Learning intelligent agents are designed
to improve their performance over time by learning from their
experiences. Learning agents often employ machine learning
to improve their behavior iteratively. This architecture enables
the agent to adapt to changing environments and improve its
effectiveness over time [16].

3) Abstract architecture: Purely reactive agents respond to
the current percept without maintaining any internal state.
Their actions are based solely on the present input, making
them simple but limited in dealing with dynamic or partially
observable environments. Purely reactive agents implement
a set of condition-action rules that map percepts directly to
actions. This abstract architecture can be compared to Russell
and Norvig’s [16] simple reflex structure. Agents with state
maintain an internal representation of the environment, allow-
ing them to keep track of past events and use this information
to inform their current decisions. State-based agents update
their internal state based on new percepts and an internal
model of the environment’s dynamics. This state is then used
to select actions. The internal state acts as a memory, providing
context and continuity to the agent’s actions [12]. This abstract
architecture can be compared to [16] group of model-based
structures.

4) Concrete architecture: Agents built using reactive ar-
chitectures respond directly to percepts with minimal pro-
cessing or reasoning. They can be compared to [16] simple
reflex structure. Agents built using logic-based (deliberate)
architectures use logical reasoning to deliberate and choose
actions. They maintain an internal representation of the world
and use logical inference to decide the best course of action

[12]. Belief-Desire-Intention (BDI) agents are a specific type
of goal-based agent that use beliefs, desires, and intentions
to guide their actions [27]. Beliefs represent the information
the agent has about the world, desires represent the objectives
or goals the agent wants to achieve, and intentions represent
the plans and actions the agent commits to in order to
achieve its desires. Both BDI and deliberate architectures can
be compared to Russell and Norvig’s [16] goal-based and
utility-based program types. Layered architectures combine
multiple types of agent architectures to handle complex tasks
more effectively. These architectures are typically divided
into different layers, each responsible for different aspects of
behavior. Commonly, there are reactive layers for immediate
response, and deliberative layers for planning and reasoning.
Layered architectures address resource boundedness [15], such
as computational capacity, in a manner akin to the human
brain’s dual systems of thinking—fast and slow [28]. This
approach allows the system to quickly respond to immedi-
ate, critical stimuli (fast thinking) while also enabling more
complex, deliberate reasoning processes (slow thinking) when
needed. This dual-layer strategy ensures both survival-critical
responses and the capability for sophisticated decision-making
[12].

5) Behavior: Pro-active agents take the initiative to achieve
goals by planning and executing actions that lead towards
desired outcomes. They are capable of anticipating future
states and adjusting their behavior accordingly. Pro-active
agents use planning algorithms to generate sequences of ac-
tions aimed at achieving specific goals. They typically involve
goal formulation, plan generation, and plan execution phases.
These agents evaluate the effects of actions on their goals
and adjust their strategies to optimize outcomes [12]. Pro-
active agents can be compared to Russell and Norvig’s [16]
goal-based and utility-based structure types. Reactive agents
respond to events in the environment as they occur, without
engaging in extensive planning or anticipation. Event-driven
agents implement a set of event-action rules, where specific
events trigger predefined actions [12]. Reactive agents can
be compared either to simple reflex or model-based reflex
structure described by Russell and Norvig [16].

6) Architecture: Deliberative agents rely on detailed plan-
ning and reasoning processes to make decisions. They build
comprehensive models of the world, plan their actions based
on these models, and execute the plans to achieve specific
goals. They resemble Wooldridge’s [12] logic-based (deliber-
ative) architecture and as such can be assigned to Russell and
Norvig’s [16] goal-based and utility-based program types [13].
Reactive agents respond directly to environmental stimuli with
pre-programmed responses. They do not engage in complex
planning or reasoning but rely on condition-action rules to
react to changes in their environment. They are analogous to
Wooldridge’s [12] reactive architectures and can be compared
to Russell and Norvig’s [16] simple reflex and model-based
reflex structures. Hybrid agents combine elements of both
deliberative and reactive architectures. They are designed to
leverage the advantages of detailed planning and immediate
reactivity, enabling them to operate effectively in a wide range
of environments. Hybrid agents typically include a deliberative
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component that handles planning and a reactive component
that ensures quick responses to immediate stimuli. They can
be compared to Wooldridge’s [12] layered architectures. Inter-
acting agents are designed to work together with other agents
to achieve common goals. They are capable of communication,
coordination, and cooperation, making them suitable for tasks
that require teamwork and information sharing. Interacting
agents use protocols and algorithms for negotiation, task
allocation, and joint decision-making.

7) Definition of artificial intelligent agent: Dimensions
analyzed above, can be reduced to one, high-level dimension.
Although Russell and Norvig’s [16] structure type dimension
covers most of other dimensions and can be considered as
a very good candidate to be the universal classification, it
does not capture the resource boundedness and social inter-
actions importance. Therefore, a reasonable approach is to
use Muller’s [13] architecture classification, as it generalizes
all other dimensions at an appropriate level of abstraction
and captures the resource boundedness and social interactions
importance.

Incorporating this into the definition of an intelligent agent
to create a sub-definition for an artificial intelligent agent re-
sults in the following formulation: Artificial intelligent agent is
a non-human entity that is autonomous, perceives its environ-
ment, undertakes rational reactive or deliberative actions that
are the result of this perception, its internal desires, available
means, and resources, as well as social constraints, and learns
from these actions to improve itself, while interacting with
other intelligent agents.

This sub-definition emphasizes the importance of the com-
plexity of an AI agent, that can be either reactive or de-
liberative or combine both. It also relates to the interacting
agent architecture, highlighting the importance of the ability
of AI agents to collaborate with other intelligent agents.
An example of an architecture that combines reactive and
deliberative components is InteRRaP presented by Muller [13].
This architecture consists of three layers: the reactive layer,
the deliberative layer, and the social layer. The reactive layer
handles immediate responses to environmental stimuli, while
the deliberative layer focuses on planning and reasoning. The
social layer facilitates communication and coordination with
other agents. Figure 1a illustrates the InteRRaP architecture.

C. Multi-Agent Systems
While an artificial intelligent agent can independently take

actions based on its autonomy, the true advantage of these
agents is realized when they collaborate with other artificial
intelligent agents. When multiple artificial intelligent agents
work together to solve complex tasks, they form what is
known as Multi-Agent Systems (MAS) [20]. (RQ2) MAS can
be defined as a network of individual AI agents that share
knowledge and communicate with each other in order to solve
a problem that is beyond the scope of a single agent [29]. This
definition is very close to the definition of a team (composed
of human agents), that is a specialized form of task group,
characterized by a small number of members whose skills
complement each other to achieve a common goal that can’t
be achieved by any member individually [30].

To be able to collaborate, interacting AI agents [13] com-
municate using Agent Communication Language (ACL) [31].
Foundation of Intelligent Physical Agents (FIPA) proposed a
comprehensive ACL framework for agents which has been
widely used in most instantiations of MAS [20]. This language
is programmatic in nature, designed to be used by non-human
agents [29]. ACL aids AI agents in effectively addressing MAS
challenges listed in Table III.

Although the development of ACL has been significant
[32], [33], to the extent MAS can even take the form of
virtual organizations and societies of agents [34], the reliance
on programmatic communication has historically made these
systems exclusive to non-human agents.

However, recent advancements in machine learning, par-
ticularly in NLP [35], hold the potential to revolutionize
ACL by replacing programmatic communication with natural
language interfaces. This shift could enable human agents
to interact with non-human agents through natural language,
thereby enhancing the accessibility and flexibility of MAS
(RQ3). Research on integrating natural language as a common
communication interface within MAS is still in its early
stages [6], [36], but the goal is clear - to create systems
where human and non-human agents can spontaneously form
teams and coordinate shared tasks through natural language
conversations.

Despite the novelty of this research area, there have already
been significant developments, demonstrating that AI agents
can effectively communicate using natural language [2], [3].
Moreover, these advancements extend beyond text-based com-
munication, incorporating additional modalities such as speech
[37].

This breakthrough has enabled human agents to collaborate
seamlessly with non-human agents using natural language,
rather than relying on traditional programmatic interfaces.
Such systems are frequently referred to as hybrid human-
machine systems [38], heterogeneous systems [39], or more
broadly as human-AI collaboration [5], [40]. In a different
context, Halloy et al. [41] introduced the term ”mixed natural-
artificial system” in their study on the social integration of
robots within groups of cockroaches.

Building upon the presented approach that both humans
and non-humans can be categorized as intelligent agents, it
becomes evident that a new term is necessary to encapsulate
the essence of systems that integrate both. To address this
conceptual need, I propose the term ”Hybrid Multi-Agent Sys-
tems” (HyMAS) to describe Multi-Agent Systems composed
of both human and non-human agents.

The term ”Hybrid Multi-Agent System” has previously been
introduced in the context of systems composed of continuous-
time and discrete-time dynamic agents, as proposed by Zheng
et al. [42]. Their research primarily focused on the coordina-
tion of systems that are heterogeneous in nature, specifically
within the domain of artificial intelligent agents with diverse
operational features. However, their conceptualization of Hy-
MAS does not address the collaborative interaction between
human and non-human agents, but rather focuses exclusively
on Multi-Agent Systems (MAS) composed solely of artificial
agents with varying characteristics.
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Fig. 1. The agent architecture InteRRaP

(a) InteRRaP architecture [13] is a good example of an architecture that combines reactive and deliberative components. It consists of three
layers: the reactive layer, the deliberative layer, and the social layer. The reactive layer handles immediate responses to environmental stimuli,
while the deliberative layer focuses on planning and reasoning. The social layer facilitates communication and coordination with other agents.

D. Management of Hybrid Multi-Agent Systems

Although the term ”Hybrid Multi-Agent System” is not
entirely novel, it presents an opportunity to bridge two fields
that have developed separately for over 40 years - the fields
of Multi-Agent Systems and Management [1]. Management
is a multidisciplinary field that involves planning, organizing,
leading, and controlling an organization’s resources, including
human, financial, intellectual, and physical assets, to achieve
specific goals efficiently and effectively [43].

Contemporary management theory increasingly incorporates
concepts of sustainability, ethics, and social responsibility. Hu-
man capital has become one of the most important competitive
advantages for companies. As a result, sustainable human capi-
tal management has become increasingly important in modern
organizations, emphasizing the integration of environmental
and social considerations into human resources management
practices to enhance job satisfaction and organizational iden-
tification across diverse cultural contexts [44].

The definition of management naturally raises the question
of how the artificial components of a Hybrid Multi-Agent Sys-
tem (HyMAS) should be categorized - whether as subjects of
human resource management, intellectual asset management,
or physical asset management. Given the current stage of

development of artificial intelligent agents, it would be reason-
able to place them within the domains of intellectual assets or
physical assets management. This categorization is justifiable
by comparing existing artificial intelligent agents to software
tools or machines. However, as artificial intelligence continues
to advance, an increasingly pertinent question emerges: Will
future AI agents still be classified merely as physical or
intellectual assets, or will they transition into a category more
akin to human resources within an organization?

Artificial intelligent agents may soon be viewed more as
human-like resources rather than as mere components of an
organization’s tangible or intangible assets [7]. As their role
within HyMAS evolves from being tools to becoming team
members, it is justified to assume that the primary management
function in this initial stage of evolution will be organizing.

1) Organizing function: Interestingly, the organizing func-
tion has the potential to address several key challenges inherent
in MAS, as outlined in Table 3. The challenges of orga-
nization, coordination, control, task allocation, and learning
align closely with management processes within the organizing
function [43]. The types of organizational structures employed
in MAS, such as flat, hierarchical, holonic, coalition, team, and
matrix organizations, are also utilized in contemporary man-
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TABLE III
CHALLENGES OF MAS

Challenge Brief description
Organization The challenge of structuring and managing the interac-

tions between AI agents to ensure effective collabora-
tion and goal achievement. It refers to the way that
agent communications and connections are defined.
Most common organizational structures are: 1) flat,
2) hierarchical, 3) holonic, 4) coalition, 5) team, 6)
matrix, 7) congregation.

Coordination
control

Managing and synchronizing actions among multiple
AI agents to achieve coordinated behavior and prevent
conflicts or redundancy. This challenge further divides
in: 1) consensus, 2) controllability, 3) synchronization,
4) connectivity, 5) formation.

Task allocation Distributing tasks among AI agents in an efficient
manner, ensuring that each agent’s capabilities are
utilized optimally, and tasks are completed effectively.

Learning Enabling AI agents to adapt and improve their perfor-
mance over time through experiences and interactions
with the environment and other agents. Intelligent
agents working together can form Multi Agent Learn-
ing (MAL) systems.

Security Protecting the system and its communications from
malicious attacks, unauthorized access, and ensuring
data integrity and confidentiality.

Localization Determining the positions of AI agents in the environ-
ment accurately, which is crucial for tasks requiring
spatial awareness and navigation.

Fault detection Identifying and addressing faults or failures in the
system to maintain reliability and robustness, ensuring
that the system continues to operate correctly.

Note. Source: [20]

agement practices [45]. Furthermore, the specific challenges of
coordination and control, including consensus, controllability,
synchronization, connectivity, and formation, mirror those
encountered in management of organizations composed of
people. The challenge of task allocation is central to both
the organizing and planning functions of management [43].
Fields such as project management and process management
address this challenge concerning human agent resources [45].
However, one of the most intriguing and potentially contro-
versial challenges in the context of MAS and management
is that of learning. Human capital management, particularly
human capital development, encompasses learning as a crucial
process [30]. When applied to people, learning is often a
slow and resource-intensive process. In contrast, the learning
process of AI agents is markedly more efficient, highlighting a
potential misalignment between human and non-human actors
in HyMAS. Although scientific research has thus far focused
on issues such as trust between humans and AI [4], [46]–
[48] or the perception of AI as a virtual assistant [49], [50],
it is likely that the evolution of intelligent agents within
HyMAS, particularly those built with deliberative architecture,
will bring new alignment challenges, like that of learning.

2) Leading function: As AI will continue to evolve, the
growing importance of the leading function within manage-
ment will become apparent. Although ethically controversial,
there is a non-zero probability that, at some point, non-human
members of HyMAS will attain a level of autonomy that
necessitates leadership directed toward them. The concept of
leadership within HyMAS could become even more contro-
versial as it raises questions about who the leader is and who

follows [1]. This leads to the critical inquiry of whether an
AI agent can be considered a leader of human agents within
a HyMAS. If the answer is affirmative, the leading function
of management would require a profound rethinking. Even
in scenarios where AI agents remain followers rather than
leaders, human leaders will need to adapt to this new reality,
potentially leading to modifications in the traditional leading
function. For instance, the managerial grid proposed by Blake
and Mouton [51] may require the addition of a third dimension
- AI agent orientation.

3) Controlling function: Similar considerations arise when
examining the controlling function. While it is relatively easy
to envision maintaining control over reactive agents, that
function more as tools, the challenge becomes more complex
when dealing with deliberative, interacting agents granted
high levels of autonomy, effectively making them equal to
human members of the HyMAS. Traditionally, the controlling
function is grounded in values that form the foundation of an
organization’s culture. However, the emergence of HyMAS
introduces actors into the organization that, at least for now,
cannot be easily associated with any particular set of values.
Future research in management will need to investigate not
only how to effectively control artificial intelligent agents
within HyMAS, but also how these agents can exert control
over both other AI agents and human agents.

4) Planning function: Machine learning currently supports
the planning and decision-making function within organiza-
tions, enhancing efficiency by processing large datasets and
generating insights that inform choices. However, this in-
creased reliance on AI has sparked controversies, particularly
regarding algorithmic discrimination, where biases embedded
in the data can lead to unfair outcomes [52]. Another signifi-
cant concern is the explainability of AI systems, as decision-
makers and stakeholders often demand transparency in un-
derstanding how AI models arrive at their conclusions [53]–
[56]. The introduction of HyMAS, where artificial intelligent
agents are empowered to participate in the planning function,
further complicates this dynamic. AI agents’ involvement in
the planning function of management alongside humans, can
raise questions about accountability, bias amplification, and
the ethical implications.

5) MAS specific challenges: The introduction of non-
human agents into organizations introduces challenges that are
distinct from those associated with human agents. As outlined
in Table III, challenges such as security, localization, and fault
detection are specific to artificial intelligent agents. If these
agents are integrated into an organization as part of a HyMAS,
management must also address these challenges.

IV. IMPLICATIONS FOR MANAGEMENT RESEARCH

The concept of an organization as a HyMAS represents
a novel and complex subject for the field of management.
The introduction of artificial intelligent agents, previously
unencountered actors in organizational settings, fundamentally
alters the traditional management paradigm, which has long
been based on the management of people by people. Orga-
nizations that have traditionally concentrated on the attributes
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of human agents will have to consider non-human factors as
integral components of their operations. This challenge must
be addressed by scientific research in the field of management.

To explore the implications of Multi-Agent Systems com-
posed of both human and non-human agents for scientific
research in the field of management (RQ4), several key issues
must be considered:

• Novelty and technical nature of the subject: The study of
HyMAS, particularly when it includes artificial intelligent
agents, is inherently novel and technical. As highlighted
in this paper, AI agents can be constructed using various
architectures, which directly influence the type of entity
they become. When such agents are the focus of manage-
ment research, it is imperative to address these technical
constraints to ensure the replicability of research and the
reliability of its results.

• Current nonexistence of fully developed HyMAS: As
of the time of writing, fully developed HyMAS, where
human and non-human agents operate as equal members,
do not yet exist. The future existence of such systems
remains uncertain. However, management theory must
be prepared to address the challenges these systems will
present if and when they become reality. To meet this
requirement, scientific research must employ methods
that can keep pace with the rapid development of the
subject. It is highly probable that during scientific re-
search with HyMAS, the rapid evolution of AI agents will
render some research assumptions obsolete, necessitating
a dynamic and adaptable approach.

• Misalignment between management and AI research:
There is a visible misalignment between research in
management and in artificial intelligence. Contemporary
management research often equates AI with machine
learning, leading to a proliferation of studies focused on
the use of machine learning tools within organizations.
This perspective tends to support the conclusion that
AI can only augment human work, remaining comple-
mentary rather than substitutive to the human workforce.
Simultaneously, there is a significant body of research
in the field of distributed artificial intelligence, with nu-
merous studies and grey literature published each month.
These works often present a different perspective, with
some aiming for artificial general intelligence (AGI) and
eventually artificial superintelligence [57].

• The changing relevance of the Moravec Paradox: The
Moravec Paradox, which posits that high-level reasoning
requires less computational power than low-level sen-
sorimotor skills [58], is becoming less applicable. The
ability to train AI agents in virtual environments, allowing
them to undergo the equivalent of thousands of years of
training, has resulted in skills that surpass those of any
human [59]. With national governments now engaged in
an accelerated race toward AGI, it is highly likely that
HyMAS will become a reality in the near future.

Hybrid Multi-Agent Systems have the potential to become
a reality in the near future. However, it is important to
acknowledge that, at present, they remain largely theoretical.

The integration of Large Language Models into AI agent archi-
tectures is still in its nascent stages. Even the most advanced
LLM-based tools currently function most often as reactive
agents, primarily responding to user inputs. Nonetheless, this
situation is expected to evolve rapidly. Leading companies
in the AI sector, including OpenAI, X.com, Anthropic, Meta
and Google, have made it clear through their predictions and
ongoing research that significant advancements are imminent.
Their focus on topics such as Universal Basic Income (UBI)
underscores the anticipation of a post-AGI economy, where
widespread automation may lead to significant unemployment,
necessitating innovative solutions like UBI to address these
challenges [60].

V. CONCLUSIONS

There is a prevalent narrative within the scientific commu-
nity that strongly advocates for the notion that the only viable
path for human-AI collaboration involves augmenting human
capabilities with machine intelligence. This perspective, while
influential, represents just one of several potential models for
future collaboration. With this study, I propose an alternative
approach in which humans are conceptualized as human agents
and integrated into Hybrid Multi-Agent Systems on equal
footing with non-human agents. This framework allows for
the exploration of a broader spectrum of collaboration types,
providing a more comprehensive understanding of potential
human-machine interactions. Moreover, it offers a basis for
developing management knowledge that addresses the diverse
possibilities inherent in these interactions.

As AI continues to advance rapidly, management research
must evolve to remain relevant and capable of addressing the
complexities of future organizations where human and non-
human agents collaborate. The first critical step is revising
and refining the methodologies used in management research
to accommodate this emerging reality. By employing up-to-
date scientific methods, researchers will be better equipped to
address the unique challenges posed by Hybrid Multi-Agent
Systems and their implications for management theory and
practice.
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[52] M. Wójcik, “Algorithmic discrimination in the era of artificial

intelligence: challenges of sustainable human resource management,”
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