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IMPORTANT MESSAGE FOR THE AUTHORS

The Editorial Board during their meeting on the 18" of January 2006 authorized the
Editorial Office to introduce the following changes:

1. PUBLISHING THE ARTICLES IN ENGLISH LANGUAGE ONLY

Starting from No 1’2007 of E&T Quarterly, all the articles will be published in
English only.

Each article prepared in English must be supplemented with a thorough summary in Polish
(e.g. 2 pages), including the essential formulas, tables, diagrams etc. The Polish summary
must be written on a separate page. The articles will be reviewed and their English
correctness will be verified.

2. COVERING THE PUBLISHING EXPENSES BY AUTHORS

Starting from No’2007 of E& T Quarterly, a principle of publishing articles against payment
is introduced, assuming non-profit making editorial office. According to the principle the
authors or institutions employing them, will have to cover the expenses in amount of 760
PLN for each publishing sheet. The above amount will be used to supplement the limited
financial means received from PAS for publishing; particularly to increase the capacity of
next E&T Quaterly volumes and verify the English correctness of articles. It is neccessary
to increase the capacity of E&T Quarterly volumes due to growing number of received
articles, which delays their publishing.

In case of authors written request to accelerate the publishing of an article, the fee will
amount to 1500 PLN for each publishing sheet.

In justifiable cases presented in writing, the editorial staff may decide to relieve authors
from basic payment, either partially or fully. The payment must be made by bank transfer
into account of Warsaw Science Publishers The account number: Bank Zachodni WBK
S.A. Warszawa Nr 94 1090 1883 0000 0001 0588 2816 with additional note: ‘‘For
Electronics and Telecommunications Quarterly”.
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‘Dear Authors,

Electronics and Telecommunications Quarterly continues tradition of the ‘“‘Rozprawy
Elektrotechniczne” quarterly established 53 years ago.

The E&T Quarterly is a periodical of Electronics and Telecommunications Committee
of Polish Academy of Science. It is published by Warsaw Science Publishers of PAS. The
Quarterly is a scientific periodical where articles presenting the results of original,
theoretical, experimental and reviewed works are published. They consider widely
recognised aspects of modern electronics, telecommunications, microelectronics, optoelec-
tronics, radioelectronics and medical electronics.

The authors are outstanding scientists, well-known experienced specialists as well as
young researchers — mainly candidates for a doctor’s degree.

The articles present original approaches to problems, interesting research results,
critical estimation of theories and methods, discuss current state or progress in a given
branch of technology and describe development prospects. The manner of writing
mathematical parts of articles complies with IEC (International Electronics Commision)
and ISO (International Organization of Standardization) standards.

All the articles published in E&T Quarterly are reviewed by known, domestic
specialists which ensures that the publications are recognized as author’s scientific output.
The publishing of research work results completed within the framework of Ministry of
Science and Higher Education GRANTSs meets one of the requirements for those works.

The periodical is distributed among all those who deal with electronics and
telecommunications in national scientific centres, as well as in numeral foreign institutions.
Moreover it is subscribed by many specialists and libraries.

Each author is entitled to free of charge 20 copies of article, which allows for easier
distribution to persons and institutions domestic and abroad, individually chosen by the
author. The fact that the articles are published in English makes the quarterly even more
accessible.

The articles received are published within half a year if the cooperation between author
and the editorial staff is efficient. Instructions for authors concerning the form of
publications are included in every volume of the quarterly; they may also be obtained in
editorial office.

The articles may be submitted to the editorial office personally or by post; the editorial
office address is shown on editorial page in each volume.
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Dynamic parameters of synchronization signals

MICHAL KASZNIA

Katedra Systeméw Telekomunikacyjnych i Optoelektroniki
Politechnika Poznariska
ul. Polanka 3, 60-965 Poznari
mkasznia@et.put.poznan.pl

Otrzymano 2006.09.28
Autoryzowano 2006.11.22

The paper presents the methods of characterization of synchronization signals using
dynamic parameters. The idea of dynamic Allan deviation and dynamic time deviation is
described. Then the procedures of calculating dynamic parameters are presented. Some
time effective methods for computing dynamic parameters are proposed. The results of
computation for different data series are presented and discussed.

Keywords: synchronization signal, Allan deviation, time deviation

1. INTRODUCTION

Allan deviation ADEV and time deviation TDEV are the parameters which descri-
be the quality of synchronization signal in the telecommunication network [1, 2, 3].
The parameters allow the variations of time interval provided by the synchronization
signal to be assessed and the type of phase noise affecting the signal to be recognized.
The estimates of the parameters are calculated for a series of observation intervals,
using the sequence of time error samples measured between two timing signals at the
network interface.

The characterization of the timing signal using the dynamic parameter was pro-
posed by L. Galleani and P. Tavella at the Joint Meeting of IEEE Frequency Control
Symposium (FCS) and the European Frequency and Time Forum (EFTF) in 2003 [4].
This characterization with dynamic Allan deviation (DADEV) allows the variations
of the phase noise affecting the analyzed signal to be recognized. This approach was
extended by A. Dobrogowski and M. Kasznia at the 18™ EFTF in 2004 [5]. The
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dynamic time deviation (DTDEV) was introduced and the time effective methods of
calculating the dynamic parameters were proposed.

The evaluation of timing signal using dynamic parameters consists in the calcu-
lation of the Allan deviation or time deviation values for the segments (slices) of a
time error sequence, with a change of the initial point of calculation. The results of
calculation are presented in the form of a three-dimensional graph as a function of ob-
servation interval T and time 1. Some changes affecting the data sequence (e.g. change
of the noise level or change of the dominating phase noise type) may be recognized
by the shape of the three-dimensional graph. We can distinguish the calculation for
overlapping and non-overlapping segments of data. The arrangement of the segments
depends on the number of segments, the time shift between the segments, their length
and the length of the whole data sequence. This arrangement (resulting in a specific
calculation procedure) influences the form of presented calculation result (i.e. we can
obtain different forms of the 3D graphs for the same data sequence).

In the paper the identification of the phase noise changes in the synchronization
signals, using dynamic deviations, is described. Then, the influence of the computa-
tion procedure (determined by the data segments arrangement) on the form of results
obtained is analyzed. The results of DADEV and DTDEV calculation performed for
several examples of time error sequences, using different calculation procedures (for
overlapping and non-overlapping data segments), are presented and discussed. The
multiplication of the computation procedures in the case of dynamic parameters cau-
ses an extension of the calculation time, compared with the computation time of the
common Allan deviation or time deviation. Some time effective methods for computing
the dynamic parameters [5] are presented. The relations between the length of a time
error data sequence, data segments (slices) and maximum observation intervals, impor-
tant for the reliable estimation of the parameter in the telecommunication applications
(fulfilling the telecom standards and recommendations) are also discussed.

2. IDEA OF DYNAMIC PARAMETERS

The idea of dynamic parameters is simple. Instead of one curve representing the
values of ADEV or TDEV as a function of observation interval t, a set of the curves
plotted in the form of three-dimensional graph, as a function of observation interval
v and time ¢, is considered. As result, we can recognize the changes of the type of
phase noise affecting analyzed timing signal. Changing slope of the parameter’s curve
indicates the changes of the noise type [4].

In order to obtain this form of graph, the following computation procedure is
performed. First, the data sequence (time series of time error measured at some network
interface) is divided into equal segments (slices) with the length of Ts. We can consider
overlapping data segments (Fig. 1) and non-overlapping data segments (Fig. 2). The
arrangement of the segments depends on the number of segments, their length and the
length of the whole data sequence. Then, the calculation of the parameter’s value for
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Fig. 3. Example plot of dynamic Allan deviation

segments created within the whole data series Ty, the time shift between the initial
points of the data segments £, and the range of observation intervals (T — Tmax)-

The relation between the whole data series length, the segments’ lengths and
the time shift ¢, determines the number of the segments and the arrangement of the
segments (overlapping or non-overlapping). We must also take into consideration the
relation between T; and the maximum observation interval Ty.x. According to the
telecommunication standards and recommendations, the length of the data sequence
used for ADEV or TDEV calculation must be 12 to 15 times longer than the maximum
observation interval T,y [1, 2, 3]. The minimum observation interval t.,, is determined
by the sampling interval ty : Ty, must be three times longer than ty. In practice, the
value of the parameter’s estimate can be calculated when the length of the data series
(in this situation: segment’s length) is two times longer than Ty, for ADEV and
three times longer for TDEV. Unfortunately, in this case we obtain poor quality of the
parameter’s estimate.

It may happen that the length of data segment T, does not fulfill the telecom
recommendations, i.e. T is shorter than twelve times Tp.c. In such situation we have
two options. The first option is to calculate the parameter’s value for each segment for
the assumed range of observation intervals (including Ty,y), but realizing rather poor
quality of the estimate for longer observation intervals (of course, T has to be two or
three times longer than Tyax ). The second option is to shorten the maximum observation
interval Tty to the value of Ty/12 (in accordance with the recommendations) and to
calculate the parameter’s value for a smaller range of observation intervals [5].

Fig. 5. A
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3. IDENTIFICATION OF CHANGES USING DYNAMIC ADEV
AND DYNAMIC TDEV

In order to demonstrate the applicability of the dynamic approach to the characte-
rization of synchronization signals, the computations of dynamic ADEV and dynamic
TDEV for different time error sequences were performed. The common Allan deviation
and time deviation were also computed for better comparison of the results obtained.
The data sequences used for computation contain the time error samples taken with
sampling interval 1y = 1/30 s during the time T of 20000 s.

1507 1g [ns]
100 ~

50 4

0

250 A 5000 10 15000 20000
100 ¢ [s]

-150 -

Fig. 4. White phase noise sequence changing its level (sequence A)
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Fig. 5. Allan deviation ADEV (a) and time deviation TDEV (b) for the time error sequence A
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The first sequence (denoted as A — Fig. 4) represents the samples of white phase
noise, which changes its level for the period of 2000 s after the half of the sequence.
The common ADEV and TDEV computed for the observation intervals from 0.1 s
to 1000 s are presented in Fig. 5. The slopes of these parameters are typical for the
white phase noise and do not indicate the change of the noise level in the middle of
the sequence.

The dynamic ADEV and dynamic TDEV for sequence A are presented in Fig. 6.
These parameters were computed for 11 overlapping segments with length of Ty =
4000 s and segment’s shift 7, = 1500 s. The change of the noise level is well recognized
with the use of both parameters.

ADEV [E-11]

10
b) < [s] 100 1900

Fig. 6. Dynamic ADEV (a) and dynamic TDEV (b) for the time error sequence A

The next data sequence, (denoted as B — Fig. 7) represents the white phase noise
WPM which changes its type to the white frequency noise WEM for the period of
2000 s after the half of the sequence. The Allan deviation ADEV and the time deviation
TDEV, computed for this sequence, are presented in Fig. 8. It is hard to recognize the
presence of the white frequency noise in the analyzed data sequence from the ADEV
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vhite phase plot. The change of the TDEV slope in the third and fourth decades of the plot indicates
¢ sequence. only the presence of the white phase noise and the white frequency noise.
from 0.1 s
ical for the
> middle of 20 7 TE [ns]
d in Fig. 6. YOt b 1L |
gth of T* = 0 i "j"v‘;‘:"ﬂ"l']""J.,-‘-'”v, I ‘||b"“1 | !i'f"‘l"ij"
recognized ol Kl {000 tlid $0600
20 £ s

Fig. 7. White phase noise sequence with the white frequency noise inserted (sequence B)
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1 H
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TDEV
100 [os]
10
1 \
0.01 ©ls]
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e A
Fig. 8. Allan deviation ADEV (a) and time deviation TDEV (b) for the time error sequence B
phase noise The form of the WFM presence in the time error sequences B presented in Fig. 7
e period of can be concluded from the plots of the dynamic ADEV and the dynamic TDEYV,
me deviation presented in Fig. 9. These parameters were computed similarly as for the previous time
ecognize the error sequence. However, the shape of the dynamic TDEV recognizes the presence of

n the ADEV the WEM noise much better than the shape of the dynamic ADEV.
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The time error sequences A and B were generated artificially and the changes of
the noise level and type were intentionally exaggerated so that they could be more
indicative. It is obvious that we can deduct the presence of these changes before cal-
culating the parameters if we make an initial review of the whole time error sequence.
Next calculating the common ADEV or TDEV for the whole data sequence and for the
“suspected” data segment, we can characterize the time error sequence and conclude
the type of the inserted change. The time error sequence C, presented in Fig. 10, is
not so easy to evaluate. The slope of time deviation TDEV, computed for the sequence
C, and presented in Fig. 11, indicates the presence of the white phase noise and the
white frequency noise.

ADEV [E-11]

10000
1000 -~
100 4~

10
1
0.1 ©[s]
o 0l 1 10 100 1000

TDEV [ns]

100

10

—~

0.1

7 [s]
1000

0.01
b) 0.1 1 10

100

Fig. 11. Allan deviation ADEV (a) and time deviation TDEV (b) for the time error sequence C

The shapes of the dynamic Allan deviation and the dynamic time deviation, compu-
ted for the time error sequence C (Fig. 12), enable the final evaluation of the signal’s
behavior. The sequence C represents the white phase noise on the whole sequence
length, combining with the linear phase drift at the beginning and the white frequency
noise starting from about 7500 s.
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Fig. 12. Dynamic ADEV (a) and dynamic TDEV (b) for the time error sequence C

4. COMPUTATION OF DADEV AND DTDEV FOR OVERLAPPING
AND NON-OVERLAPPING DATA SEGMENTS

The dynamic parameters of synchronization signals can be computed for non-over-
lapping and overlapping data segments. The arrangement of the segments influences
the form of the presented result, and may affect the final conclusions of the performed
calculations. Four procedures of DADEV and DTDEV computation, using different
arrangement of the data segments, were analyzed in the paper [6]. The calculations
were performed for the time error sequences taken with sampling interval to = 1/30 s
during the time T of 20000 s. The first procedure (proc. I) was used in the calculation
presented in Section 3 of this paper. The data sequence was divided into 11 overlapping
data segments with the length of 4000 s and segment’s shift of 1500 s. The length
of the data segment for the second procedure (proc. II) is 10000 s (half of the length
of the data series), and the segment’s shift is 1000 s. The calculations using the third
and fourth procedures were performed for non-overlapping data segments. The data
sequence was divided into five non-overlapping segments with the length of 4000 s
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for procedure III. The range of observation intervals was from 0.1 s to 1000 s, so the
relation between T and Ty, fulfills only the practical requirement. For procedure 1V
there were more non-overlapping segments (20) than for procedure 11, with shorter
length (1000 s). Therefore the range of observation intervals was smaller, but the
relation between T and Ty, wds better. As result, more curves on the 3D-graph
for the shorter range of v but with better quality of the estimate were obtained. The
quantities determining these four procedures are presented in Table 1 [6].

Table 1
Details of computation procedures
i observation | segment’s | segment’s
procedure overlapping | intervals length shift number
segments S T. [s] 6 Is] of segments
I yes 0.1-1000 4000 1500 11
I yes 0.1-1000 10000 1000 11
11T no 0.1-1000 4000 4000 5
v no 0.1-100 1000 1000 20

The results of common ADEV and TDEV computations, as well as DADEV and
DTDEV computations, using procedure I for the sequences A and B, are presented
in Section 3 of the paper. The results of DADEV and DTDEV computation using
procedures II, III, and IV for the sequence A are presented in Fig. 13-15. The plots
of DADEV and DTDEV computed using procedures II, IIl, and IV for the sequence
B are presented in Fig. 16-18 [6].

The best illustration of the changes was obtained using procedure IV (non-overlap-
ping short segments). The naomber of curves obtained using procedure III (Fig. 14
and 17) is too small to indicate the instant of the change and to show its dynamic
feature. The number of curves in the case of procedure IV better expresses the dynamic
character of the parameters. The short length of the segments allows the changes to be
identified in the analyzed signal, but limits the range of observation intervals t — the
maximum observation interval T, must be shorter.

In the case of procedures which use the overlapping data segments for computation,
better results were obtained by means of procedure 1. The segments in procedure II are
too long. The shapes in Fig. 13 and 16 illustrate some change, but it is not possible to
fix its initial and final instant. All segments, excluding the first one, cover the period
of magnified or changed noise, which affects the computation results.

The shapes of dynamic TDEV (especially for procedure IV, Fig. 18) better indicate
the presence of WEM noise. In the case of DADEYV, only the result obtained by means
of procedure IV (Fig. 18) indicates the presence of the period of changed noise.
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b 1000 £[10s]

Fig. 17. DADEV (a) and DTDEV (b) for time error sequence B obtained by means of procedure III
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Fig. 18. DADEV (a) and DTDEV (b) for time error sequence B obtained by means of procedure IV
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The general suggestions, presented in [6], for computation procedures of the dyna-
mic parameters are the following. If we want to obtain good dynamic character of the
results using non-overlapping segments (as in the case of procedure IV), the length of
segments must be rather short (T <<T) and therefore Ty, is rather short. In order to
perform the analysis for longer observation intervals, we must use the overlapping data
segments with extended length. A number of segments greater than 10 is suggested,
in order to obtain “dynamic” character of the expected result. The segments should
be very short in comparison with the length of the whole data sequence in the case
of non-overlapping segments (e.g. Ty <0.1 T). The segment’s length in the case of
overlapping segments cannot exceed the quarter of the data sequence’s length [6].

5. TIME EFFECTIVE METHODS FOR COMPUTATING
THE DYNAMIC PARAMETERS

The number of time error samples necessary for the reliable estimation (when the
recommendations are fulfilled) and the complication of the estimator formulae (1 and 2)
result in a rather long computing time of the estimates. The problem of time-consuming
computation becomes even more serious in the case of the dynamic ADEV and dynamic
TDEYV, if the calculations are performed independently for each data segment. Some
procedures, intended to make the computation process time effective were proposed
in [5].

The first procedure consists in the initial creation of new data sequences before
the parameter’s calculation for current observation interval T = nty (i.e. current n).
New sequences contain the squares of second differences in the case of ADEV and of
third differences in the case of TDEV. Then the calculation of the parameter for the
current observation interval for each data segment is performed. As result, only the
operation of summing (using previously computed squares of appropriate differences)
is performed. In this situation the order of computation is changed. The calculation
of the parameter’s value for the current n for each data segment is performed first.
Then the data preprocessing as well as the parameter’s value computation for the next
observation interval are carried out.

The second procedure uses the data reduction methods presented in [7, 8]. The
calculations of the parameter for the observation interval greater than some threshold
(e.g. 10 s or 100 s) are performed using decimated data (in the case of ADEV cal-
culation) or averaged data (in the case of TDEV calculation). Small error (about 5%)
may appear as the result of data reduction [7, 8].

Both methods presented above may be combined. In the first step the data reduction
using decimation (for ADEV) or averaging (for TDEV) is performed. Then a new
sequence containing the squares of appropriate differences is created using previously
reduced data. ‘

These methods were analyzed in [5]. The data preprocessing using initial compu-
tation of the squares of differences enables shorter parameter calculation time only in
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the case of overlapping data segments. In the second case, for non-overlapping data

segments this type of preprocessing is not time effective. Application of data reduction

methods brings good results in both cases — overlapping and non-overlapping data

segments. General suggestions were the following:

e calculation with square preprocessing and data reduction in the case of overlapping
data segments;

e independent calculation (without square preprocessing) and data reduction in the
case of non-overlapping data segments.

6. CONCLUSIONS

The dynamic Allan deviation and the dynamic time deviation are very useful
tools for evaluation of the synchronization signals in the telecommunication network.
The dynamic approach to ADEV and TDEV calculation allows the variations of the
phase noise affecting the analyzed signal to be recognized. Particular lengths and
quantities — the length of data segment, the segment’s shift and the range of observation
intervals — should be chosen carefully before the calculation process in order to obtain
useful results of calculation. The data preprocessing procedures — square preprocessing,
averaging or decimation — may be very helpful for the time effective computation
process of dynamic parameters.
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In this paper the problem of finding a pair of link (node) disjoint active Label Switched
Path (LSP) and backup LSP in Multi Protocol Label Switching (MPLS) networks is consi-
dered. It was assumed that capacity on the links of the backup Label Switched Paths can be
shared. We focus on online algorithms for routing of guaranteed bandwidth of active LSPs
and backup LSPs under partial information model in order to optimize the total amount of
bandwidth consumed in the MPLS network. We consider only the case of protection against
single link (node) failure.
In this paper the comparison of two known routing algorithms was carried out. The
first of them is based on Integer Linear Programming [3, 4]. The second one is based on
amic Allan va- active-path-first heuristics [8]. In order to avoid the trap-problem the concept of Conflicting
117" Buropean Link Set is used. Moreover, new algorithm based on active-path-first heuristics was proposed
too. In this paper special attention has been paid to bandwidth consumed in the network,
number of rejected connection set-up requests and running time of considered algorithms.
rum, Guildford The obtained results have proved that the proposed algorithm is comparable to the other
algorithms but it has shorter running time then the existing ones.

mic parameters

s for non-over-
1d Time Forum, Keywords: Protection, Routing, Bandwidth Sharing, Multi Protocol Label Switching (MPLS)

efficient ADEV

n, pp. 338-342, 1. INTRODUCTION
, TDEYV as-
| 41;0,;’ Neucha(zil A network can be designed considering only initial factors, but load and traffic

characteristics are changing with time. Network resources also can vary due to new
resources requests or topology changes (e.g., node or link failure). One of the most
important parts of designing a quality of service (QoS) is reliability of the network
[5]. Multi-Protocol Label Switching provides a protection mechanisms against failures.
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MPLS fault protection mechanisms use Backup Label Switched Path establishment.
Both 1+1 and 1:1 protection mechanisms are possible. In the case 1+1 the capacity
on the backup LSPs cannot be shared. Depending on the recovery scope, the Label
Switched Path (LLSP) is either switched at the ingress node and egress node (path
protection) or locally at the nodes adjacent to the link failure (link protection). A
protection scheme where a recovery LSP is pre-established for each link is called
MPLS Fast Reroute [2, 5]. Another method of setting up alternative Label Switched
Path is Reverse Backup Path. In this method a recovery LSP is set-up from the node of
the failure link in reverse direction to the source node of the working LSP and along
a node-disjoint backup path to the destination node [2], [5]. Haskin has proposed
pre-establishing reverse backup path by the same node of the working path [5, 6].
Another recovery scheme in the MPLS network is the MPLS restoration scheme. In
this case, the recovery LLSP are established on demand after link (node) failure detection.
Similar to protection scheme the recovery can be done locally or globally [1, 7].

In this paper the problem of finding a pair of link (node) disjoint paths (active
LSP and backup LSP) is considered. We consider the case of protection against single
link (node) failure in the network. It should be noticed, that if some active LSPs are
link-disjoint then their backup LSPs can share backup bandwidth on the same link of
the network [2]. The amount of sharing bandwidth that can be achieved on the links of
the the backup paths is a function of the information available to the routing algorithm
[2, 4]. There are three cases of link-usage information model to the routing algorithms:
none, complete and partial information. In the first model (none information) only the
residual bandwidth on each link is available for the routing algorithm. In the second
model (complete information) the routing algorithm knows the routes for active path
and backup path for all requests currently in progress. The complete information model
permits the best sharing of bandwidth [2, 4, 7], but it is not always useful, as the
amount of information needed for this model is very huge. In the third model (partial
information) the routing algorithm knows total bandwidth used by active paths and the
total bandwidth used by backup paths on each link. Instead of the residual bandwidth as
in the first model, this additional information can be obtained from traffic engineering
extensions to routing protocols [4]. In this paper we have assumed partial link-usage
information model to the routing algorithms. Online routing algorithm computes active
LSP and backup LSP under partial information model in order to optimize the total
amount of bandwidth consumed in the network. If available bandwidth is not sufficient
for active and backup LSP then the request is rejected.

The rest of the paper is organized as follows. In the second part the problem
formulation has been given. In the third part of the paper the analyzed algorithms have
been presented. In the fourth part of the paper the results obtained have been shown.
In the final part the conclusions have been drawn.
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2. PROBLEM DEFINITION

In this paper it was assumed, that all connection set-up requests are not known a
priori. Hence, only on-line (or dynamic) routing algorithm, that computes active LSP
and backup LSP, can be considered. In this paper it was assumed, that all LSP set-up
requests with random bandwidth arrive one-by-one.

Let G(N, E, C) be the network, where N is the set of nodes (routers) and E is the
set of unidirectional links (arcs). C is m-vector of the bandwidth of the links. Let n
denote the number of nodes and m the number of links in the network. Moreover, let
current request is for b units of bandwidth between nodes s and d. In order to set-up
this request, let cost of using link (7, j) on the active path is a;; and cost of using link
(i, /) on the backup path is ¢;;. These costs will be evaluated later.

The problem of finding two link disjoint paths between a given pair of nodes s
and d in the network with the minimal total cost can be stated as follows [3]:

Min Z a,-,jx,-’j-k Z c,-)jyi)j (1)

U, )ek G, NEE
ZX;‘J*‘ZXJ"Z‘:O i?&S,d (2)
J J
2 X ) Xy =1 3)
J J
D xaj= ) X =1 (4)
J J
Zyi,j—zyj,if«o [ #s,d %)
J J
IRAEDRIES ©)
J J
D Vaj= D Via=-1 ()
7 J
X +Yi <1 Y(i,))e E (8)
xij’yije {0’ 1} (9)

The vector x represents the flow on the active path and the vector y represents the
flow on the backup path. When x;; is set to 1 then link (7, j) is used on the active path
and when y;; is set to 1 then link (7, ;) is used on the backup path. Equation (8) assures
that link (i, /) can not be used on the active and backup path. In the case of shared



26 [. OLSZEWSKI ETQ.

backup bandwidth the cost of using backup bandwidth ¢;; on the link (i, /) is a fraction
of the cost of using active bandwidth a;; on this link (0 < ¢;; < ;7). The problem of
finding two link disjoint paths between nodes s and d, were ¢;; < a;;, is NP-complete
[8]. This problem so-called Minimum Sum problem with Ordered Dual cost (MSOD)
is the main objective of the paper. A more general version of this problem, where
relationship between costs a;; and ¢;; on each link (7, /) is arbitrary, is NP-complete
too [3, 8l.

Let DISJOINT PATH () be the procedure which solves the problem of finding two
link disjoint paths between nodes s and  in dual link cost network. This procedure
returns active LSP and backup LSP and their total weight denoted by OPT. The weight
of active path is given as the sum of a;; for all links on this paths and the weight of
the backup path is given as the sum of ¢;; for all links on this paths. Now we will
evaluate the cost a;; of using link (i, /) on the active path and cost ¢;; of using link
(i, j) on the backup path.

Let F;; represent the total amount of bandwidth reserved by active path on link
(i, j), and let G;; represent the total amount of bandwidth reserved by backup path on
the same link (7, /). Moreover, let R;; represent the residual bandwidth of link (i, j).
For each link the following is true:

Cij=Fij+Gij+Rij (10)

Let A;; be the set of active LSPs that use link (7, j) and B;; be the set of backup
LSPs that use link (i, j). Since it is assumed robustness under single link failure, it
is possible to share bandwidth of some link on backup paths among demands whose
active paths do not use the same links. Let ¢;/ represent the cost of using link (u, v)

on the backup path if the link (7, j) is used on the active path. To compute the quantity
9“}” we first define the set ¢”V = A;;NB,,. This is the set of demands that use link
(i, j) on the active path and use link (u v) on the backup path. Let the sum of all

demands &y in the set ¢ be equal 6 Zk o br. The quantity 6 is the amount

of bandwidth needed on the link (u, v) in order to backup the active LSPs currently
using link (i, j). Recall, that the current request is for b units of bandwidth between
nodes s and d. Moreover, the total bandwidth of 5 "+ b units is needed on link (i, v),
if the current request with bandwidth of b units uses link (7, /) on the active path and
uses link (u, v) on the backup path. So, if 6” Y+ b < Gy, then no additional reservation
is needed on the link (u,v) (cost of the current backup request on this link is set to
0), but if 6’” + b > Gy, then 6“]" + b — G, units of additional bandwidth is needed
on the link (u v). If this additional bandwidth is not available from remdual bandwidth
on link (&, v) then the cost 91, y is set to infinity. Now, the cost 63, ; can be written as
follows [3, 4]:
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0 5,“; +b < G,, and (i, ) # (u,v)

6 +0 =Gy, 67 +b>G,, and R, > 6 b -G
“and () # ()

00 Otherwise

9!1,‘5’ —

i

[7RY (1 1)

In the case of complete information model the cost g; can be used as the function
of 51’.”; and then the routing problem can be formulated as integer linear programming
problem [3]. In order to use the cost 6 in the case of partial information model the

Lj
u,y

range of changes &, ;» without knowing the set of active paths A;; and the set of the
backup paths By, has to be evaluated. It has been noticed that:

52’; < Fij Y({i, J) Y(u,v) (12)

Hence the cost 6’ ’}’ can be written as follows:

0 Fij+b < G,, and (i, ) # (u,)
uwy _ Fij +b — Gu,v Fij +b > Gu,v and Ruy 2 Fij +b - G”’v (13)
i and (i, ) # (u,v)

00 Otherwise

If active path AP has been chosen, then value of total active bandwidth F; ; can
be evaluated as [3]: M = max Fi;. For known value of M the cost of used link (i, v)
(i,))eAP
on the backup path ¢,, can be determined as:

0 M+b<G,,
Cow=yM+b-G,, M+b>G,, and R,, >M +b— Gy (14)
o0 Otherwise

It should be noticed, that the amount of share bandwidth on the backup path
influences the choice of active path, so the active path cannot be chosen independently
on backup path [3]. Since value of F;; is unknown (the active path is not found) then
value of F;; should be incremented from M = 0 to M = M; where: M = max Fij. For

G, ))eE
each value of M cost of using link (i, 7) on the active path g; ; and cost of lising link
(4, ) on the backup path c; j can be calculated and then active path and backup path
can be found (by DISJOINT PATH (). Below we refer algorithm for solving routing
problem under partial information model [3, 4]. Variable BEST is the “cheapest” total
cost of active and backup paths.
Algorithm 1:
STEPL: Let M = 0. If BEST = o then



28 [. OLSZEWSKI ET.Q.

STEP2: If M > M then exit else compute the cost a;; for using each link (7, j) on the
active path as:

b it Fij <M

@)= { - (15)

o Otherwise

Also compute c;;, the cost to use each link (7, j) on the backup paths as:

0 ifM+b<G;
Ciyj={M+b-G,; M+ b>G,,; and R ;> M+b-G;; (16)

0 Otherwise

STEP 3: Solve DISJOINT PATH (). If the optimal solution to this problem is OPT
and the value of OPT < BEST then set BEST = OPT. Increment M and return to
STEP 2. .

In order to speed up this algorithm, instead of iterating M from 0 to M, it is
enough to do computations for M = F; for links (i, j) [3]. If different links have the
same F;; values it is enough to do experiment only once for these links.

3. ANALYZED ALGORITHMS

One class of algorithms solving Minimum Sum problem with Ordered Dual cost is
based on Integer Linear Programming problem (ILP) [3]. This problem can be solved
using branch-and-bound method or packet optimization (CPLEX) but we need a fast
algorithm to do on-line routing for large network.

3.1. A HEURISTIC ALGORITHMS BASED ON ILP AND ACTIVE-PATH-FIRST

In [3] the problem of finding a pair of link disjoint paths with minimum total cost
(MSOD) is defined as Integral Linear Programming problem. The dual-based algori-
thm solving primal problem and dual problem to this primal problem is developed. A
feasible solution to the dual problem is a lower bound for optimal solution to the primal
problem and a feasible solution to the primal problem is an upper bound for optimal
solution. The algorithm DISJOINT PATH 1(), which solves the MSOD problem, ge-
nerates lower and upper bounds by obtaining feasible solution to the primal and dual
using a dual-based heuristics. This process terminates if lower bound is greater or
equal to upper bound or these bounds remain unchanged in 10 iterations. The upper
bound is the solution to the MSOD problem. A drawback of DISJIOINT PATH 1()
is that it involves solving many of the shortest path problems for each iteration. The
number of iterations in the worst case is bounded by number of links in the network
(see Algorithm 1).
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Another class of algorithms for the MSDO problem is Active Path First (AFP). In
the algorithms, based on AFP, active path is found first using Dijkstra algorithm and
then backup path is found after removing links belonging to the active paths [8]. The
main problem of these heuristics is that since the active path is found, these algorithms
may not be able to find link disjoint backup path, even though a pair of disjoint paths
exist when another active path is used first [8]. This problem is called trap-problem.

The COnflicting Link Exclusion (COLE) heuristics for Min-Min problem is propo-
sed in [8]. In this problem the objective is to minimize the length of the shorter one of
the two paths. The idea of COLE is based on defining Conflicting Link Set for a given
active path and then using this set to split the primal problem into a sub-problems
of finding a pair active path and backup path. The Conflicting Link Set is a such
subset of minimum number links on the active path that using all these links (on this
active path) makes impossible finding a link disjoint backup path. Fig.1. illustrates the
example of Conflicting Link Set 7" = {e;, e;} [8]. For active path §-7-2-3-4-5-6-7-d,
containing links e; and ey, there is no link-disjoint backup path. Let Conflicting Link
Set be split into two disjoint subset: inclusion set I and exclusion set O. Let P(I, O) be
the sub-problem of primary problem of finding a pair active path and backup path. The
active path is the shortest one among all possible active paths that must use the links
in inclusion set /, but must not use the links in exclusion set O. The original problem
of finding two link disjoint paths with the shortest total weight can be represented
by P(@, ). For example in fig. 1. the original problem P(@, @) can be split into two
sub-problems: P({e;}, @) and P(2,{e;}) and next the P({e;}, @) can be split into two
sub-problems P({e},{ez}) and P({ey, €2}, @). The sub-problem P({e;, e,}, @) does not
have to be considered as there is no solution for this sub-problem [8]. The algorithm
based on Conflicting Link Set tries to find the best solution to each sub-problem and
select the better one.

Fig. 1. Example of Conflicting Link Set

The main algorithm DISJOINT PATH 2() is based on active-path-first heuristics.
If the trap problem occurs then the COLE heuristics is used. For given active path the
Conflicting Link Set is calculated and the original problem is split into sub-problems
P(I,0) as described above. A drawback of COLE is that the number of sub-problems
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P(I,0) for a given primary active path for which there is no link-disjoint backup
path can be very large. Each sub-problem P(/, Q) involves solving two shortest path
problems. Moreover, max-flow procedure with complexity function O(n*) must be used
to find Conflicting Link Set for a given active path for which there is no backup path.

3.2. PROPOSED ALGORITHM

After introducing two different approaches to find path pair in the network we give
a new approach to this problem. Algorithm solving this problem is called DISJOINT
PATH 3(). Similarly to algorithm DISJOINT PATH 2() first the shortest active path is
found. Then, after removing all links belonging to this active path the algorithm tries
to find link-disjoint backup path. If such backup path exists, the algorithm terminates
with two shortest paths in term of total bandwidth consumed. If link disjoint backup
path for this active path cannot be found then the algorithm tries to escape from the
trap as follows: it tries to find any backup path with cost ¢;; on link (7, ;). If no backup
path can be found then the algorithm terminates and there is no active and backup
path pair between nodes s and d. If any backup path exists for the active path then let
link (7, j) € ¢, 4, Where @, 4 is set of common links (i, j) belonging to the active path
(AP) and the backup path (BP) between pair of nodes s and d. Now, we define the
cost of bypassing link (i, j) by node k; denoted by Kff j(kl) on the active path and cost

of bypassing link (7, /) by node k, denoted by Kf’ Ak2) on the backup path. These costs
are defined as follows:

a - i . . — PR
K ki) = k,nég}»(a"kl + gy~ i )
ki#iJ
b .
ki j(k2) = mi ,,(Ci,kz + Choj — Cij)

kagA
ka#1,J

(17)

where k; (k) is the node for which the function Kl‘fj-(kl) (Kf j(kz)) reaches minimum.

If Kffj(kl) < Kl’.’,j(kQ) for given link (i, j) € ¢,;4 then the node k; is inserted between
node i and node j on active path (The active path: s — ... —i — j — ... — d is changed
on: § — ..~ I~k —j—..—d). Fig. 2 shows the active path (dotted line): s-3-4-d
and the backup path (dashed line): s-1-2-4-d. The active path has been found first.
Let the weights ¢4y, and ¢y, 4 are infinity for backup path. There is no link-disjoint
backup path for this active path. In this case, there is only one link (4,d) € ¢, 4. The
set ¢, 4 allows to escape from the trap problem on the link (4,d). The value & ,(k1)
is finite (Kid(kl) = Qay, +ay, 4 — daq) but Kf’d is infinite (cay, = 00,¢y, 4 = ©0). Since
KZ’ sk < szd(kz) then it is sufficient to insert node k; between node 4 and node d on
the active path to avoid the trap problem. To optimize the total consumed bandwidth
on both paths the link-disjoint backup path is found (again using Dijkstra’s algorithm)
after removing links along to the new active path. If lsﬁS,A > 1, where || denotes the
cardinality of the set, we can obtain a new active paths and a new backup path. For
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example, let @4 = {0, /), (. D). I & (k1) < &7, (ka) and &9,(ky) > &%)(ko) we will
obtain the active path AP: s — ... =i~k —j—[— ... —d and the backup path BP:
s—..—1—]J—ky—l~..~d. In this case we need to find a backup path for the active
path AP after removing links along the active path and then repeat the same process
first by eliminating link along the backup path BP and then determining the active
path.

Fig. 2. Illustration of active path (AP) and link joint backup path (BP)

Now we will give algorithm for solving the problem of finding two link disjoint
paths between nodes s and d. Let the active path be denoted by AP and the backup
path be denoted by BP. The idea of DISJOINT PATH 3() algorithm is given below:

DISJOINT PATH 3() algorithm;

STEP1: Find the active path AP; Remove all links along AP; Find the shortest backup
path BP; If BP exist then OPT = total cost of the active path and the backup path and
exit else go to STEP2;

STEP2: Find BP not link disjoint to AP; If BP does not exist then write “There is
no disjoint paths” and exit else compute Kﬁ}(kl),Kf ,-(kz) for each link (7, j) € @5 4. If
Kffj(kl) < Kfj(lQ) then insert the node k; between node i and j on the active path AP
(AP: s — ... ~i—k; —j—...—d) else insert node k, between node i and node ; on the
backup path BP (BP: s — ... —i—~ky—j — ... = d). If Kl?fj(kl) = inf, Kfj(kz) = inf then
there is no active path and backup path (The request is rejected);

STEP 3: Remove all links along the active paths AP and find the shortest backup path.
Compute the total cost of those Active Path AP and backup path. Repeat the same
process first by removing links along the backup path BP and then find the shortest
active path. Compute total cost for each path pairs. Choose the path pairs (active path
and backup path) with the “cheapest” cost. OPT:= the “‘cheapest” cost.

To compute the shortest path (active or backup) between pair of nodes s and
d the Dijkstra’s algorithm with complexity function equal O(n?) is being used. The
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complexity of computing function of DISJOINT PATH 3() for choosing link-disjoint
active path and backup path for given M (in Algorithm 1) as follows: In the first step
complexity of removing all links along to a path is O(n) and computing cost of path
pair is O(n). So, complexity function of the first step is O(n* + n* +n+n) ~ O(n?). The
complexity of the second step is computed for the worst case, where cardinality of the
set ¥, 4 is n— 1. The complexity of computing Kﬁj(kl), Kffj(kz) for all links (i, ) € ¥, 4 18
Oln—-1)n-2) = O(n*). The complexity of the third step is O(2(n + n* +n)) = On?).
The complexity of DISJOINT PATH 3() can be written as O(n* + n* +n%)) ~ O(n?).

3.3. NODE DISJOINT PATH

Problem of finding node disjoint path can be shown as the problem of finding link
disjoint path [3]. There is enough to split each node into two nodes (sub-nodes) with
directed link between them. One of them is the ingress node where all incoming links
terminate and the other is the egress node where all the outgoing links terminate. The
failure of direct link between any two sub-nodes is equivalent to the node failure.

4. PERFORMANCE EVALUATION

4.1. USED TOPOLOGIES AND STREAM OF REQUEST

In our study we use three different network topologies. The first network (case 1)
contains 15 nodes (routers) and 56 unidirectional links. The 44 of them have the
capacity of 60 units and the rest have the capacity of 240 units. The second network
(case 2) contains 20 nodes and 82 unidirectional links. The 58 of them have the capacity
of 60 units and the rest have the capacity of 240 units. The third network (case 3)
contains 30 nodes and 128 unidirectional links. The 102 of them have the capacity
of 60 units and the rest have the capacity of 240 units. Requests arrive randomly one
at the time. The source and the destination for the demands are picked at random
for each case. If there is no capacity for the active path or the backup path then the
request is rejected. In the first case 100 requests uniformly distributed between 1 and
10 units arrive into the network for each routing algorithm. In the second case 140
requests uniformly distributed between 3 and 8 units arrive into the network for each
routing algorithm. In the third case 200 requests uniformly distributed between 3 and
8 units arrive into the network for each routing algorithm. In our study in each case
we performed ten experiments with different stream of requests. In each experiment
all routing algorithms, presented in section 3, are run for the same stream of requests.
Fig. 3 shows the topology structure of the network [3, 4] used for the first case. The
thin links have the capacity of 60 units and the thick links have the capacity of 240
units (the same capacity in each direction).
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Fig. 3. Topology structure of considered network

4.2. EXPERIMENTAL RESULTS

In our study it was observed that Disjoint Path 2() algorithm can get a loop. This
loop arises as follows. For given active path APy, for which there is no link-disjoint
backup path BP, a Conflicting Link Set is found. Let this set be T} = {e;}. The
original problem P(@, @) can be split into two sub-problems: P({e;}, @) and P(@, {e1}).
The sub-problem P({e;}, @) does not have to be considered because there is no so-
lution. For a given sub-problem P(®,{e;}) next active path AP, is found. The new
AP, found still does not have link-disjoint backup path BP. In this case, a new con-
flicting link set is found. Let this new set be T, = {e;}. For a given sub-problem
P(@,{e;}) a new active path is found (The sub-problem P({e,}, @) is omitted). If
this new active path is APy then the loop arises. An example for the third case:
AP (14-13-10-7-9-8-21-22-29) — P(0,{9 — 8}) — AP, (14-13-10-7-9-17-21-22-29)
- P(0,{9-17}) — AP; (14-13-10-7-9-8-21-22-29). In order to avoid this problem both
e, ep links can be blocked and then AP; can be computed. This approach eliminates
some number of sub-problems P(I, O) but it makes that running time is shorter.

Figure 4 shows total amount of bandwidth consumed by the requests (for both
active path and backup path) for the case 1 after 100 requests. In Table 1 the total
bandwidth consumed obtained for cases 2 and 3 has been shown. These results prove
that total amount of consumed bandwidth obtained after usage of Disjoint Path 2 and
proposed Disjoint Path 3 is smaller then after usage of Disjoint Path 1. This is because
Active Path First based heuristics can achieve near optimal solution [8].
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Fig. 4. Total network bandwidth consumed for 10 experiments

Table 1

Total consumed bandwidth for the case 2 and 3 (10 experiments)

Case 2 (20 nodes, 82 links)

Experiment 1 2 3 4 5 6 7 8 9 10

Disjoint Path 1 | 2 507 {2246 | 2244 | 2285|2466 | 2 618 | 2331 [ 2434 {2305 |2 482
Disjoint Path 2 | 2 140 | 2200 | 2 071 | 2 207 | 2369 | 2424 | 2281 |2 172 {2311 | 2 286
Disjoint Path 3 | 2222 | 2232 | 2071 | 2342 | 2369 | 2459 | 2281 |2 172 | 2311|2286
Case 3 (30 nodes, 128 links)
Disjoint Path 1 | 5946 | 6 447 5859 (5856|5736 |6105|5887 6080|6149 |5 778
Disjoint Path 2 | 5734 | 5883 | 5576 | 5601 | 5872|5943 | 5548 | 5671 | 5681 | 6 093
Disjoint Path 3 | 5643 | 6 002 | 5295 | S 601 | 5942 | 5902 | 5608 | 5689 | 5 665 | 6 082

Fig. 5 shows the number of rejected requests for the first case. In appendix (Table 2)
the same results for case 2 (20 nodes, 82 links) and case 3 (30 nodes, 128 links) have
been shown. For assumed values of bandwidth of requests the number of requests
rejected by proposed algorithm (Disjoint Path 3 ()) is much smaller then the number
of requests rejected by Disjoint Path 1 (average 167% in the case 1; 88% in the case
2 and 52% in the case 3) and a little smaller then the number of requests rejected by
Disjoint Path 2 (average 6% in the case 1; 4% in the case 2 and 3% in the case 3).
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Fig. 5. Number of rejected requests for the case 1 (10 experiments)

Table 2
Number of rejected requests for the case 2 and 3 (10 experiments)
Case 2 (20 nodes, 82 links)
Experiment 1 2 3 4 5 6 7 8 9 10
Disjoint Path 1 8 12 7 10 8 9 7 8 12 15
Disjoint Path 2 5 7 7 6 4 7 4 3 3 7
Disjoint Path 3 4 6 7 6 4 7 4 3 3 7

Case 3 (30 nodes, 128 links)
Disjoint Path 1 37 36 31 28 41 44 37 37 39 40
Disjoint Path 2 30 28 24 22 22 29 23 24 22 27
Disjoint Path 3 28 26 23 22 24 25 23 23 22 27

Fig. 6. shows the running time of algorithms for all requests in the case 1. The
same results for case 2 and case 3 are shown in Table 3. Obtained results prove that
the proposed algorithm has the shorter running time than Disjoint Path 1 and Disjoin
Path 2 for all cases. In the case 1 this algorithm is average 63% faster than Disjoint
Path 1 and 49% than Disjoint Path 2. In the case 2 Disjoint Path 3 is average 67%
faster than Disjoint Path 1 and 46% than Disjoint Path 2. In the last case this algorithm
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is average 84% faster than Disjoint Path 1 and 150% than Disjoint Path 2. It should

be noticed, that the running time is critical for each on-line routing algorithm.
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Fig. 6. The running time of algorithms for case 1 (10 experiments)
Table 3
The running time of algorithms (in [s]) for case 2 and case 3 (10 experiments)
Case 2 (20 nodes, 82 links)
Experiment 1 2 3 4 5 6 7 8 9 10
Disjoint Path 1| 2.41 | 274 | 2.19 | 2.36 | 2.25 | 2.63 | 2.25 | 225 | 2.3 | 247
Disjoint Path 2 | 2.19 | 2.08 | 1.92 | 1.97 | 2.08 | 247 | 2.14 | 1.97 | 1.81 | 2.25
Disjoint Path 3 | 148 | 142 | 142 | 137 | 142 | 1.48 | 142 | 142 | 1.37 | 143
Case 3 (30 nodes, 128 links)
Disjoint Path 1 | 20.1 | 22.18 | 19 |[21.69 | 20.54 | 21.8 | 20.26 | 19.99 | 21.75 | 19.33
Disjoint Path 2 | 24.93 | 27.95 } 21.69 | 25.97 | 26.58 | 37.07 |{ 23.61 | 31.19 | 33.22 | 28.34
Disjoint Path 3 | 9.99 | 11.69 | 10.49 | 10.38 | 11.36 | 12.46 | 10.38 | 11.64 | 12.68 | 10.82

Fig. 7 shows efficiency of Disjoint Path 2 (DP2) and Disjoint Path 3 (DP3) al-
gorithms for case 1. This efficiency of Disjoint Path 3 is defined as quotient number
of removed trap problem (in step 3 of this algorithm) divided by the number of calls
of step 2 (there is no link disjoint backup path in step 1 of this algorithm). Similarly
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Table 4
ath 3 Efficiency of analyzed algorithms (in [%]) for case 2 and 3
Case 2 (20 nodes, 82 links)
Experiment 1 2 3 4 5 6 7 8 9 10
Table 3
No BP (DP3) 42,9 | 483 | 438 | 69.0 | 50.0 | 37.6 | 554 | 72.0 | 34.8 | 737
t
is) Kappa=inf (DP3) | 51.4 | 34.5 | 563 | 28.6 | 45.5 | 48.4 | 28.6 | 24.0 | 39.1 | 5.3
Efficiency DP3 5.7 17.2 | 0.0 2.4 4.5 14.0 | 16.1 40 | 26.1 1 21.1
9o | 10 Efficiency DP2 | 0.0 | 0.0 | 00 | 00 | 23 | 00 | 0.0 | 00 | 00 | 0.0
-3 | 247 Case 3 (30 nodes, 128 links)
81 | 2.25 No BP (DP3) 43.1 | 531 | 31.3 | 503 | 39.7 | 57.0 | 56.9 | 38.0 | 268 | 41.7
37 | 1.48 Kappa=inf (DP3) | 51.4 | 43.7 | 61.7 | 46.2 | 55.2 | 29.4 | 38.8 | 53.6 | 65.0 | 51.6
Efficiency DP3 5.5 3.1 7.0 3.5 52 13.6 | 4.2 8.4 8.2 6.7
75 | 19.33 Efficiency DP2 | 07 | 0.6 | 1.1 | 0.6 | 00 | 00 | 00 | 1.0 | 00 | 16
3,22 | 28.34
68 | 10.82 this efficiency is defined in Disjoint Path 2. Moreover, fig 7 shows quotient of number
of cases when there is not backup path without disjoint constraint divided by number
h 3 (DP3) al- of calls of step 2 in Disjoint Path 3 (No Backup Path (DP3) in fig.7) and quotient of
otient number number of cases where «7 = inf and Kf.’ i = inf at least for one link (7, j) € ¥, 4 divided
imber of calls by number of calls of step 2 (Kappa=infinite (DP 3) in fig.7). It should be noticed, that

1m). Similarly if Kfj = inf and Kf.f ;= inf at least for one link (i, j) € ¥4 then there is no link-disjoint
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backup path found by Disjoint Path 3 to given active path between pair of nodes s and
d. The same results are shown in table 4 for case 2 and case 3. The obtained results
prove that average efficiency of Disjoint Path 3 is 12.1% in case 1, 11.1% in case 2
and 6.5% in case 3, and it is higher than efficiency of Disjoint Path 2.

5. CONCLUSIONS

In this paper the problem of finding a pair of link (node) disjoint active path
and backup path in online setting is considered. It was assumed that the capacity
on the backup paths can be shared. We focus on online algorithms for routing of
guaranteed bandwidth of active and backup paths under partial information model. It
was assumed that the main objective of the routing algorithm is to optimize the total
amount of bandwidth consumed on active paths and on backup paths for every request
in the network. We assumed that the routing algorithm know the total bandwidth used
by active paths and total bandwidth used by backup paths on each link of the network.

In this paper the comparison of two known routing algorithms has been carried
out. The first algorithm is based on Integer Linear Programming. The second algorithm
is based on concept of Conflicting Link Set. Moreover, the new algorithm based on
the cost of bypassing links (7, j), which cause trap problem was proposed. In this paper
the special attention has been paid to bandwidth consumed in the network, number
of rejected requests and the running time of considered algorithms. The obtained
results proved that proposed algorithm performs very well in comparison to the other
algorithms and it has faster running time than the existing algorithms. The proposed
algorithm should be improved for local scheme restoration.
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The article presents the simulation of a ring configuration system which generates
a muitiwavelength signal (comb of carriers), together with its basic components: a single
laser, an optical splitter, an acousto-optic frequency shifter (AOFS) and an optical amplifier
(OA). Optical filters are used to shape the spectrum of the generated multiwavelength signal
in the system. Combs with a number of carriers ranging from 20 to 60 were accomplished,
with an optical carrier to noise ratio (OCNR) higher than 30dB.

Keywords: multiwavelength source, optical frequency comb, acousto-optic frequency shifter

1. INTRODUCTION

One of the trends in the development of Dense Wavelength Division Multiplexing
(DWDM) systems is increasing the number of optical channels, with simultaneous
decreasing the interchannel spacing [1]. Together with increasing density, there is also a
rise in significance of stability of the optical carriers forming multiwavelength sources.
The optical fiber ring configuration systems with the comb filter are considered a
promising group of comb multiwavelength sources. In the optical loop of such systems,
either an optical fiber Raman amplifier, or erbium doped fiber amplifier (EDFA) is
applied. The Raman ring laser with 9 channels with 100-GHz spacing and 19 channels
with 50-GHz spacing has been obtained with the uniformity of about 5 and 8 dB,
respectively [2]. In the case of using Raman amplifier, length of the optical loop
(which is several kilometers long) and high level of power of the optical pomp required
(higher than IW) are disadvantageous. The main EDFA drawback is a large room
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temperature homogenous linewidth (11 nm), which makes it impossible to generate a
uniform optical comb with small channel spacing [3]. The homogenous linewidth can
be decreased to 0.8nm at liquid nitrogen temperature [4]. The multiwave operation of
laser at room temperature was also obtained by using the frequency shifter [5] in the
optical loop, in order to prevent a steady state oscillation with a dominant frequency.
Nevertheless, the interchannel spaces obtained were not smaller than 0.8 nm (100GHz).

Another solution is a ring configuration with a source laser coupled into the opti-
cal loop which consists of an acousto-optic frequency shifter (AOFS) and an optical
amplifier. The AOFS determines frequency comb intervals [6]. The beam of the source
laser is introduced to the optical loop by the optical splitter. The experimental results of
generating a comb with several carriers and stable intervals of 110MHz were demon-
strated [6]. It was shown that the number of carriers in the comb increased together with
the decreasing level of the optical loop losses. However, the power of the successive
carriers was falling and it was impossible to obtain carriers with equal power level,
because of a limited compensation of the optical loop losses. The carriers generated in
the combs were characterized by very stable frequency spacing, which results from the
system concept. In this paper the simulation experiment of generating optical carrier
combs using a frequency-translating optical loop is described. The uniformity and
OCNR of carriers in the combs are investigated.

2. ANALYZED SYSTEM

A block diagram of the ring multiwavelength generator is presented in Fig. 1. The
source laser (LD) output is coupled into the optical frequency shifting loop. AOFS
operating at 3.125 GHz has two outputs: non-shifting (outy) and shifting (out;). The
shifted output AOFS beam is amplified and combined with the source laser beam by
optical coupler (OC) and again directed to the frequency shifter input.
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m out1

FP OA

v

Fig. 1. Block diagram of the ring multiwavelength source: LD - Laser Diode, AOFS — Acousto Optic
Frequency Shifter, OA — Optical Amplifier, RF ~ Radio Frequency signal, OC — Optical Coupler,
BP - Band-pass Filter, FP — Fabry-Perot Filter
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The repetition of the process leads to generating a frequency grid and a multiwave-
length beam at the AOFS non-shifting output. The interchannel spacing is determined
by RF frequency which controls AOES. The optical amplifier (OA) compensates loop
losses. The band-pass (BP) filter determines the number of generated carriers. The
Fabry-Perot (FP) filter limits the interchannel noise power.

The system operation was simulated by using mathematical models of optical
elements. An optical coupler, an AOFS and fusion splices were described using the
power transfer coefficients. In case of AOFS, the transfer of the optical beam from an
input to an adequate output was described with the following coefficients:

Tin—au/o = TAOFS : (1 - 77)
(N
Tl,'n—our; = TAOFS 'n
where T 4ors is the optical power transmission coefficient, 7 is the diffraction efficiency
of AOFES.
Spectral transmittance of the BP filter has a trapezoidal form in the logarithmic
scale. The slopes of the filter characteristic were fit according to the specification of
the Chameleon filter offered by Micron Optics Inc [7]. The filter attenuation in the

stop-band was equal to 80dB, and in the pass-band totaled 0.5dB.
The FP filter is described with transmittance function [8]:

A
1+ 54—_%2 sin® (7{

Trp(f) =

7 ) (2)
FSR

where A is the internal loss of cavity, R is the mirror reflectance, F'SR (Free Spectral
Range) is the frequency mode spacing.

The source laser (LD) power density spectrum was modeled with the Lorenz
function [9]:

2-Po
7t Afrwam [1 + ( Lo )2]

Afrwam

p(f) =

3)

where Py is the optical power of laser beam, Afrwra is 3dB linewidth, and fp is the
central lasing frequency.

The optical amplifier was modeled basing on spectral characteristics of the gain
and of the noise figure, according to the HighWave Optical Technologies technical
specification [10]. Therefore, that simple model based on measurement characteristics
retained the properties of an actual amplifier.

Just for the sake of comparison, a system in “multiple cascade” configuration,
having module structure schematically shown in Fig. 2, was also investigated. Each
frequency shifter module (FSM) consists of EDFA amplifier as well as BP and FP
filters connected to the AOFS shifting output. BP and FP filters at the output of the




42 A. DOBROGOWSKI, J. LAMPERSKI, P. STEPCZAK ETQ.

amplifier were used to limit the amplifier wideband noise. In this system the number
of modules determines a number of the carriers generated.

f f
Salin outy - Ly
FSM 1 fi=fot f,
out, Bin  out, ]
FSM _ ¥ f f f f
f—f+f . AR ERV-EEREERE)
T © | OMUX % output
o f f
~L i out, AN
FSM f
out, Lp
R4 1

Fig, 2. The cascade configuration of a multiwavelength source: FSM — Frequency Shift Module
consisting of AOFS, EDFA, BP and FP filter, OMUX ~ Optical Multiplexer, LD — Laser Diode

3. NUMERICAL RESULTS

Numerical algorithms for the comb generator simulation were carried out in the
Matlab environment. The simulations were performed for a system with BP filter in
the optical loop and a system with BP and FP filters. Both the optical carrier noise
ratio (OCNR) in a channel and the non-uniformity of the comb of carriers, understood
as a difference between the highest and the lowest value of an envelope of a power
density spectrum of carriers, were determined.

Table 1
Selected results of simulation
Filter Number of carriers | Nonuniformity | OCNR
20 0.83 dBm 21.1 dB
28 3.71 dBm 18.2 dB
BP
40 10.72 dBm 13.8 dB
60 16.63 dBm 7.5 dB
20 0.09 dBm 37.4 dB
2 .18 dB 3 dB
BP 4+ FP 8 0.18 dBm 363 d
40 . 2.41 dBm 337 dB
60 6.92 dBm 29.9 dB

The calculations were carried out for the combs with 20 to 60 carriers. The LD
power was constant, its linewidth was equal to 60 MHz. The BP filter width was mat-
ched to an assumed number of carriers. The FP filter limited the noise in interchannel
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intervals. In the systems generating 20 to 27 carriers, an optical loop attenuator with
attenuation ranging from 0.7dB to 0.01dB was used. The attenuator allowed to obtain
the non-uniformity values of comb carriers below 1dBm. For 28 carriers and more, the
system operates without an attenuator. Selected results are given in Table 1. The table is
divided into two parts, reflecting the system with BP filter alone and with both BP and
FP filters. The best results (Tab.1) were obtained after combining BP and FP filters. An
increase in the number of carriers in the comb caused a drop of the amplifier gain and,
consequently, a decrease of spectral power density, as well as a rise of non-uniformity.

10h
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A
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Fig. 3. Power density spectrum of a comb with a) 28 and b) 60 carriers generated in a ring system with
BP and FP filters

In Fig. 3, the power density spectrum of the comb with 28 and 60 carriers is presented.
For the comb with 28 carriers the non-uniformity reaches the value of 0.18dBm, and
in case of 60 carriers the non-uniformity is equal to 6.9dBm. In the considered system,
the optical amplifier is a main source of the noise. The noise and the signal powers
influence the gain and the noise figure of the amplifier. A multiple beam circulation
mechanism of carrier generation results in the accumulation of noise. As the noise
power increases when generating successive carriers, the gain of the amplifier drops
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and can be insufficient for the compensation of the optical loop losses. An FP filter,
with a width at half maximum FWHM of 100 MHz, limits the interchannel poise and,
also, narrows the spectral bandwidth of the successive carriers. In Fig. 4, the power
density spectrum of the first and the last carrier for a 28-carrier comb is presented.
The linewidth of the 28th carrier is less than this of the first carrier by 35 MHz and
by 108 MHz at the 3 dB and 20 dB levels respectively. Limiting the spectrum width
of the carriers causes a decrease of their power. This effect, together with the noise
buildup during circulation, results in the lowest OCNR of the last comb carrier. In case
of the combs with 20, 28, 40 and 60 carriers, the OCNR equals 37.4 dB, 36.3 dB,

33.7 dB and 29.9 dB, respectively.

.
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- ] I carer 1|
T H |~ carrier 28
= ] | e
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g {
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1500 -750 0 750 1500 Fig. 5. OC

Relative frequency [MHZ]

Fig. 4. Zoom on the power density spectrum of a) first and b) last carriers of the 28 optical frequency

comb

The power of noise in generated multiwave signals increases significantly after
removing the FP filter from the optical loop of the system. Fig. 5 compares OCNR A mu
values for systems with a BP filter alone and with BP and FP filters in the optical power co
loop. Removing the FP filter causes a significant decrease of OCNR. For 60 carriers, possible t
the OCNR of the last one decreases to 7.5 dB. others in

In the “multiple cascade” configuration system a comb with 334 carriers and with Wlth‘the |
non-uniformity equal to 5.2 dBm was obtained (the number of 334 carriers resulted den§1ty 8]
from the accepted EDFA model). The OCNR of the last carrier in the comb was equal carrier co
to 36.3 dB. Abandoning FP filter also causes a decrease of the OCNR of the last carrier hmlts not
to the value of 21.2 dB. For the time being, the economical factor is responsible for intervals.
the lack of applications of any “multiple cascade” configuration system.
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Fig. 5. OCNR values for a) 28, b) 60 carrier combs generated in systems with BP filter (+) and BP+FP
filter (x) in the optical loop

4. CONCLUSION

A multifrequency ring generator has been investigated. The spectra of the carrier
power comb densities were calculated. The results of the simulation show that it is
possible to obtain combs featuring parameters suitable for practical applications, among
others in a very dense WDM. For example, the comb containing 28 optical carriers
with the interchannel spacing equaling 3.125 GHz and with both the uniform power
density spectrum and OCNR higher than 36 dB has been obtained. To achieve the
carrier combs with such parameters, it is necessary to apply a BP filter, which strongly
limits noise beyond the carriers band and a FP filter restricting the noise at interchannel
intervals. Additionally, the effect of noise accumulation is limited.
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This paper presents important statistical properties of the two-parameter Weibull di-
stribution, as a suitable model to describe wireless transmission in fading channels. Exact
closed form expressions are presented for the univariate probability density functions (PDF),
cumulative density functions (CDF), the moments of envelope, amount of fading (AF) and
the moment generating function (MGF) associated with the output signal-to-noise ratio
(SNR). We also presented the multivariate Weibull distribution.

Keywords: multipath fading channel, Weibull distribution, correlated Weibull fading

1. INTRODUCTION

Radio wave propagation through wireless channels is a complicated phenomenon.
Wireless channels often include multiple-path propagation, in which the signal has more
than one path from the transmitter to the receiver. Such multipath can be caused by
atmospheric refraction or reflection, and by reflection from the ground or from objects
such as buildings. The reflected path can interfere with the direct path in a phenomenon
called fading. Precise mathematical and quantitative description of the fading channel
is too complex. However, several models have been proposed to characterize the radio
channel. Generally, these models can be classified into two major classes: statistical
models and deterministic propagations models [1]. Statistical models follow statistical
impulse response modelling of the multipath fading channel, based on experimental
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data measurements, while the propagation models utilize the electromagnetic wave
propagation theory to characterize the radio propagation 1]

In Polish literature the Weibull distribution is rather seldom used for description
of the wireless channel. Only in the A. Jakubiak et al. papers [2, 3, 4], one can
find examples using Weibull distribution for description and modeling of the passive
disturbances in radar systems. Besides the Weibull distribution is only mentioned in
papers [5] as one of three non — Gaussian models of disturbances which one used in
practice, i. e. except log-normal distribution and K -distribution. In paper [5] also is
presented another distribution which is used for description of the disturbances, 1. e.
Suzuki distribution. Additionally in A. Jakubiak et al. papers [4, 6, 7] the methods of
generation of samples of signal with Weibull distribution are presented.

In this paper we present important statistical properties of the Weibull distribution,
as a suitable model to describe wireless transmission in fading channels. The paper
is organized as follows: in Section 2 is described the Weibull fading channel, i.e. the
probability density functions (PDF), cumulative density functions (CDF), the moments
of envelope, amount of fading (AF) and the moment generating function (MGF) asso-
ciated with the output signal-to-noise ratio (SNR), are presented. In Section 2 examples
of generating Weibull distributed random variables are also presented. Exact closed
form expressions are studied for the univariate and the multivariate probability density
functions in Section 3. While in Section 4, useful concluding remarks are provided.

2. THE WEIBULL FADING CHANNEL

We consider a digital receiver operating in a flat fading environment, with the
received signal given by

y () = r () x(t)cos [2nft + 0 ()] + n(?) D

where f is the carrier frequency, x(f) is the transmitted signal, 6(¢) is the random
phase uniformly distributed over the range [0, 27), r(7) is the fading envelope, n(f) is
additive white Gaussian noise (AWGN) with zero mean and one-side spectral density
Np. We assume that the noise is independent of the fading. The fading environment
have been extensively explored in the literature. When there is no line-of-sight (LOS)
direct path, the fading envelope of the received signal follows the Rayleigh probability
density function (PDF) [8, 9, 10, 11]. When there is a LOS path from the transmitter,
the received signal is the sum of a scattered and direct component. Then the envelope
of this signal is a Rice random variable [8, 9, 10, 11]. The Rice distribution is also
known as Nakagami-n distribution. Rice fading is observed in the microcellular urban,
suburban land mobile and picocellular indoor environments. It is also describes the
dominant path of satellite and ship to ship radio links [8]. When the orthogonal com-
ponents of fading signal have normal distributions with different variances and zero
average values, then the receiver operates in a Hoyt fading environment [8, 10, 11]. The
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Hoyt (also called as Nakagami-g) distribution is normally observed on satellite links
subject to strong ionospheric scintillation [8]. Another common distribution used to
characterize the envelope in radio channel is the Nakagami-m (Nakagami) distribution.
The land-mobile, indoor-mobile multipath propagation and scintillating ionospheric
radio links are frequently described by this distribution [10]. Both the Rayleigh distri-
bution, the Rice and Hoyt are special cases of Nakagami-m distribution. In last year
Nakagami distribution has been widely adopted for multipath modelling in wireless
communications [8, 10].

Another distribution used to model the fading envelope is the Weibull distribu-
tjon. It is an empirical distribution, which was introduced by Walodi Weibull at The
Royal Institute of Technology of Sweden in 1939 for estimating machinery lifetime
and became widely known in 1951 [12]. Nowadays, the Weibull distribution is used in
several fields of science. For example, it is a very popular statistical model in reliability
engineering and failure data analysis [13, 14]. It is also used in some other applications,
such as weather forecasting and data fitting of all kinds, while it is widely applied in
radar systems to model the dispersion of the received signals level produced by some
types of clutters [15]. Concerning wireless communications, the Weibull distribution
seems to exhibit good fit to experimental fading channel measurements, for both indoor
[16, 17, 18, 19] and outdoor [20, 21, 22, 23] environments, with a reasonable physical
justification to be given in [24]. However, only very recently the topic of digital com-
munications over Weibull fading channels has begun to receive some interest [25, 26,
27, 28, 29, 301

2.1. STATISTICAL PROPERTIES OF THE WEIBULL DISTRIBUTION

When the receiver operates in a Weibull fading environment, the envelope is ob-
tained as non-linear function of the modulus of multipath components, at what the
non-linearity is expressed in terms of a parameter & > 0. In such channel the randomly
variable (RV) R which represented envelope we can write as

R=(X?+YHle 2)

where X and Y are independent zero mean Gaussian random variables with identical
variances 02 = 0"3 = o, they represented the orthogonal components of fading signal.

The probability density function of the envelope is given by [31]

a1 (o1

pr(r)y = ar exp (—L); rz0, a=20 3
ro ro

where « is a shape parameter, ro = E {r®} and E {} denotes statistical averaging. In the

special case when a = 2 the equation (3) describes the Rayleigh distribution and for

o =1 becomes an exponential distribution [32].
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Because ro = [E (] /I (1 + 2/e)|™"

is gamma function [33]

= [T (1 +2/a)]*?, where Q = E{ﬂ}, and T (m)

[ (m) = f " lexp(=x)dx )
0

expression (3) we can write in another adequate form [8, 16]

(r) = rt+3) " —_— Py 2 " >0 ()
pr(r)=a R r* lexp | 3 - rz
From the formula (2) it can be seen that
R® = §? (6)

where § is the Rayleigh envelope. For normalized envelope Z = R/{/ry the PDF of Z
we can write as

-1

P (@) =az" "exp(-z"); 220 (7

The PDF of Weibull envelope is shown in figure 1 for various parameters.

lg T a l T

Fig. 1. The Weibull probability density function
La=Ln=L2 a=2,n=143.a=Lrn=%4a=2,r=2;
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Cumulative distribution function (CDF) for the Weibull channel is given by [34, 35]

I

A r® 2 2 of2
Fp(ry= fp, (r)dr =1 - exp(~;-) =1~ exp(m(ﬁf(l + ;)) ];r 20 (&
0

0

Simultaneously, for normalized envelope we obtain

Fz(z)=1-exp(-z%); 220 )
Cumulative distribution function for the Weibull envelope is shown in figure 2.
4
—..‘-\'l
&
Lt
2 3 4 5

r

Fig. 2. Weibull CDF
lLa=Lrn=L2a=2rn=03a=Lrn=24a=2,r=2
Ssa=1Lrg=36a=2r=3"7a=4r=1

The k-th moment of fading envelope in Weibull channel with parameter « is given by

E{rk}=r§F(1+§)= r—(l—ﬂ:—z-) r(1+§) (10)

Then the mean value and variance for Weibull fading envelope are properly equal

1
Elr) = wgr(u;):

o | 1
‘I:‘(l——;—%-)‘ F(l'i‘;) (11)
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2 ) 1y I? 1+—(];
var{r} =r; [F(l+—)~ﬁ(1+—~) =L 1————~(———~——)- (12)
o @ r(} + %)
Of course for normalized envelope Z we obtain
k
e} =r(i+] a3
@

The best known performance measure of digital communication system is signal-to-noi-
se ratio (SNR) given by

_ rzEb
- 2N

p (14)

where Ej, is energy per bit. Next we assumed, without loss of generality, that Ej is
normalized to 1. In Weibull channel SNR is distributed according to [8]

/2

r(1+2 of2
PoP) = %(%J p7 lexp —(%F(l + é)) };p >0 (15)
11 M ,
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Fig. 3. The probability density function of SNR
La=1,p=1dB;2.a=1,p=10dB; 3. a=1,p=30dB;
4. 0=2,p=1dB;5. a=2,p=10dB; 6. a=2,p=30dB
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where p = E {p} is the expected SNR. We must note that p is also a Weibull random
variable. The probability density function of the SNR is shown in figure 3 for various
parameters.

The corresponding CDF for SNR is

/2
F,(p)=1- exp{- (%T(l + %))

The moment generating function (MGF) associated with p can be expressed as [32]

; p20 (16)

al4

R r(1+4 2 (-25\""
M, (s) = f exp(sp)pp (0) dp =% [————~< = )] (27r) ol \/;; (”c—xﬁ) X
0 o | _ a7
% GO/ F(l + 3) ‘_ZS)L/Z I
La/2 ) a 1,1+ 2/,..(a-2)/a

where G(f,’;( ) is the Meijer’s G - function [33], see also Appendix.

Another important characteristics of fading channel is the amount of fading (AF).
It is associated with the fading PDF and is defined as the ratio of variance to the square
mean

arl?] E\(P-9} Bp)- E|R)-[E0P  Ep)- @
AF = = - - _
£ {2 @ @ [E o)) @’

(18)
We see that AF depends only on the first moments of amplitude fading or SNR. AF is

considered as a unified measure for the severity of fading [8]. The amount of fading
for the Weibull channel is given by

-1 19)
This parameter varies between 0 and oo.

2.2. GENERATING OF WEIBULL DISTRIBUTED RANDOM VARIABLES

Let U is a random variable of the uniform distribution in the interval (0, 1]. Then
the random variable
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1172
W = [=roln(l — UN' = [~In(1 - U] | —=2

1‘(1 +§)4

has a Weibull distribution with parameters @ and Q = E {rz . 1t results from the form of
the cumulative distribution function, which is given by equation (8). Weibull envelope
obtained from formula (20) is presented on figure 4.
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Fig. 4. Weibull envelope (100 samples), Q = 1, @ = 1 — dot line, @ = 3 ~ solid line
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Fig. 5. Weibull envelope waveform generated with standard Mathcad function for 100 samples,
rg=1, @ =1-dot line, o = 2 — solid line
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Another method of generating Weibull waveform is based on using standard Ma-
thead function rweibullm, «), which returns a vector of m random numbers having
the Weibull distribution with parameter «. That results are presented on figure 5.

We can also generate Weibull fading envelope using Gaussian RV and expression
(2). The results are presented in figure 6, at what we assume that mean value of the
Gaussian RV equal zero and the standard deviation o = 1.

r

sataples

Fig. 6. Weibull envelope waveform generated with Gaussian RV for 100 samples,
o? =1, @=2 - dot line, @ = 3 - solid line

Other methods for modeling and simulating the Weibull envelope are presented
in the Gang Li et al. papers [36, 37] and in the Farina et al. paper [38]. The authors
using Weibull model for presenting the clutter amplitude in modern radar systems,
such as high resolution radars, and radars operating at low grazing angles. Also W.J.
Szajnowski [39] discussed other method for generating the Weibull signals with a
desired correlation matrix and specified parameters. The method presented here uses
a nonlinear transformation of random Gaussian vectors with correlated components.

3. THE GAUSSIAN-BASED MULTIVARIATE WEIBULL DISTRIBUTION

Multivariate statistics is a useful mathematical tool for modelling and analyzing
realistic wireless channels with correlated fading. Such fading channels are usually
met in digital contemporary communications systems employed with diversity receivers
with not sufficiently separated antennae where space or polarization diversity is applied
(¢.g. handheld mobile terminals and indoor base-stations). In these applications, the
correlation among the channels results in a degradation of the diversity gain obtained
(8, 40]. Reviewing the open technical literature, there are several papers applying
multivariate statistics for fading channel modelling with most of them concerning the
Rayleigh and Nakagami-m distributions. In an early work, Nakagami has defined the
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m-bivariate probability density function [10], while many years later, an infinite se-
ries representation for the bivariate Rayleigh and Nakagami-m cumulative distribution
functions have been presented by Tan and Beaulieu [41]. In a later work [42], Simon
and Alouini have proposed an alternative CDF expression for the bivariate Rayleigh
distribution, being in the form of a single integral with finite limits and an integrand
composed of elementary functions. Recently, Karagiannidis et al. [43] have introduced
the multivariate Nakagami-m PDF with exponential correlation and identically distri-
buted (i.d.) fading statistics. An infinite series approach for its corresponding CDF and
a bound of the error resulting from the truncation of the infinite series have been also
included. By approximating the correlation matrix with a Green’s matrix, the same
authors have generalized [7] to the arbitrarily correlated Nakagami-m distribution [44].
Additionally, Mallik [45] has presented useful analytical PDF and CDF expressions for
the multivariate Rayleigh distribution with exponential and constant correlation matrix
which agree with those in [43] for the special case where the Nakagami-m reduces to
the Rayleigh distribution.

In order to analyze the performance of diversity receivers operating over more
realistic correlated fading channels, multivariate Weibull statistical analysis must be
utilized. Several classes of multivariate Weibull distributions have been proposed in
(46, 47, 48, 49, 50, 51], but only very recently a published work dealt with the class of
multivariate Weibull distribution, generated from correlated Gaussian processes [52].

3.1. THE BIVARIATE WEIBULL DISTRIBUTION

Starting from the bivariate Rayleigh distribution, we introduce the bivariate We-
ibull fading model derived from not necessarily identical distributed Gaussian random
variables as [52]. The bivariate PDF of the correlated Rayleigh random variables S
and S5, the CDF and the (n + m) th order joint moment of S; and S, are expressed
respectively as {8, 10, 43, 45]

4S1S2 { 1 ( S% S% H ( 2 W r% r% )
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and
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where Q; = E[S?} for i = 1,2, [ (e) is a modified Bessel function of the first kind
and zero order [33]

2n
1 o (@/2)™
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0, (e, B) is the first order Marcum’s function [8, 33]
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2Fy (a,-b; x;y) is the Gauss hypergeometric function [33]
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and vy is the power correlation coefficient between Sf and S%, which is defined as [8]

~ cov {SIZ,S%} o< .
Y= ; Oy < 27
var {Slz} var {S%}

By using (2), (6) and (21) the joint PDF of the Weibull distributed random variable
Ry and R, can be expressed as [52]

prl,rz (rla r2) = |J| Psi.5y (S1’s2) =
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where |J| is the Jakobian of the transformation and r,; = E {r;f"'

The (n + m) th order joint moment of Weibull random variable R; and R, can be
written as [52]
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The joint CDF of Ry and R, we can obtained as

Fror, (risra) = Fs, s, (577, 53°%) (30)

Power correlation coefficient between R% and R% can be expressed as [52]

cov {R%R%} _a —y)i e, gy (1 + ol 2 1;7) -1

\/;r{Rﬂvar {R%} ) r(”%) 1 r(”%) _
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¢ = 0 i<
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3.2. THE MULTIVARIATE WEIBULL DISTRIBUTION WITH EXPONENTIAL CORRELATION

Several fading correlation models have been proposed and used for the performance
analysis of various wireless systems, corresponding to specific modulation, detection
and diversity combining schemes. One of the most frequently used models is the
exponential correlation one, which has been firstly addressed by Aalo in [40]. This
models corresponds to the scenario of multichannel reception from equispaced diversity
antennae, in which the correlation among the pairs of combined signals decays as the
spacing between the antennae increases [8].

The multivariate PDF of the identical distributed Rayleigh random variable S; for
i =1,2,.., L, with exponential correlation is given by [45]

ps(s) =

o) L Hsz -1
~( )(1 )“exp{<1—~ym

where Q = E(vlz) for i = 1,2,..,L, L is the number of correlated RV’s, § =

(s1, 52, ..., 57) and ? = (81,82,...,81), v is the Gaussian power correlation coefficient
between two successive RV’s (e.g. between ST and 52, while in general, the correlation
coefficient between S? and S2 is given by y;; = y;; = "™/ when i # j, and v, J=1
whenz~1w1thzj—1 2,. L

By applying the transformation given by (2) in (32) and by using the standard
method for the transformation of RV’s described in [53], the joint PDF of the Weibull

RVs R; for i = 1,2, ..., L can be obtained in closed-form as
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where rg = ro; = E {R{‘”} 75 = (R}, Ry, ...,R;) and marginal PDF is given by (3) for
i=1,2,.., L.

4. CONCLUDING REMARKS

We have presented important statistical properties of the two parameters Weibull
distribution, which can be efficiently used to study the performance of mobile com-
munications systems, operating over fading channels. More specifically, the univariate
Webull distribution was presented, with exact closed-form expressions for the PDF,
CDF and the moments of the envelope. We also have presented the multivariate Webull
distribution.

In Poland, bibliography on Weibull fading is not very wide. Most of the information
can be found in foreign papers, especially in conference publications and journals. In
spite of huge development of Internet, not all publications are accessible, for many
researches interested in transmission over fading channel. The access to some publica-
tions is possible after login to suitable bases. So, the presented paper is the synthetic
attempt of complex description the Weibull fading channel.

The presented theoretical results will be applied to analyze the performance in
digital transmisson over Weibull fading channels. We will do it in next paper.
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APPENDIX

The Meijer’s G — function is a general function which reduces to simpler special functions. That
function is definied by [33, 55]
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The Meijer’s G — function is implemented in Mathematica as MeijerG( ). Special cases of Meijer —
G function include [55]
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of Meijer — In recent years the functional decomposition has found an application in many fields of
modern engineering and science, such as combinational and sequential logic synthesis for
VL3I systems, pattern analysis, knowledge discovery, machine learning, decision systems,

data bases, data mining etc. However, its practical usefulness for very complex systems has
(A2 been limited by the lack of an efficient method for selecting the appropriate input variable
partitioning. This is an NP-hard problem and thus heuristic methods have to be used to
(A3) efficiently and effectively search for optimal or near-optimal solutions.

In this paper, a heuristic method for the input variable partitioning is discussed. The
method is based on an application of evolutionary algorithms, what allows exploring the
(A4) possible solution space of problem while keeping the high-quality solutions in this reduced
space. The experimental results show that the proposed heuristic method is able to construct
an optimal or near optimal solution very efficiently even for large systems. It is much faster
(AS) than the systematic method while delivering results of comparable quality.

Keywords: logic synthesis, functional decomposition, evolutionary algorithms

1. INTRODUCTION

Nowadays, by taking advantage of the opportunities provided by modern micro-
electronic technology, we are able to build very complex digital circuits and systems
at relatively low cost in a single chip. However, the opportunities created by advances
in microelectronics cannot be fully exploited because of weaknesses of the traditional
logic design methods. Current methodologies and productivity improvements are fa-
iling to keep pace with the rapid and ongoing increase in complexity and technology
improvements. According to International Technology Roadmap for Semiconductors
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(1997) annual growth rate in complexity of digital devices is equal to 58% while
annual growth rate in productivity is only 21%.

The traditional logic synthesis methods do not take hard structural constraints into
consideration. In principle, they relate only to some very special cases of possible
implementation structures involving certain minimal, functionally complete systems of
logic gates (e.g. AND+OR+NOT, AND+EXOR, MUX). They require post synthesis
technology mapping for other implementation structures. If the actual synthesis target
strongly differs from these minimal systems, e.g. if it involves a lot of complex gates,
look-up table FPGAs or (C)PLDs, no technology mapping can guarantee a good result
because the initial synthesis is performed without a close relation to the actual target.
The influence of advanced logic synthesis procedures on the quality of hardware im-
plementation of signal and information processing systems is especially important in
case of applications targeted to FPGA structures based on look-up tables (LUT).

Field Programmable Gate Array (FPGA) devices are an array of programmable
logic cells interconnected by a matrix of wires and programmable switches. Each cell
performs a simple logic function defined by a designer’s program. An FPGA has a
large number (to over 330,000) of these cells available to use as building blocks in
complex digital circuits. The ability to manipulate the logic at the gate level means
that designer can construct a custom processor to efficiently implement the desired
function.

There are several approaches to FPGA-based logic synthesis. The most common
approach relies on breaking the synthesis process down into two phases: a technology
independent phase and a technology mapping phase. The first of these two attempts
to generate an optimal abstract representation of the logic circuit. For the combina-
tional logic, the abstract representation is a Boolean Network — i.e. a directed acyclic
graph G(V, E) structure where each node v € V represents an arbitrarily complex
single-output logic function. The second phase then maps the design onto cells of a
user-specified target library, and performs technology dependent optimizations taking
the given constraints into account.

For FPGAs the constraints are specific because their structures differ from the
structures of the standard ASIC technologies. Look-up table based architecture is a
prevalent type among many FPGA architectures. LUT-based FPGAs consist of an array
of LUTs, each of which can implement any Boolean function with up to k (typically
4 or 5) inputs. A Boolean network can be directly realized by a one-to-one mapping
between nodes and LUTs if every node in the network is feasible i.e. has up to k input
variables.

Therefore, there has recently been much research in the field of the functional
decomposition of combinational circuits and sequential machines [2, 3, 7, 9, 12, 17,
22]. Some of the most promising recent approaches in pattern analysis, knowledge
discovery, machine learning, decision systems, data bases, data mining etc. are also
based on general functional decomposition [4, 12, 21, 26].
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Functional decomposition consists of breaking down a complex system of discre-
te functions or relations [16] into a network of smaller and relatively independent
co-operating sub-systems, in such a way that the original system’s behavior is prese-
rved, some constraints are satisfied and some objectives are optimized. The motivation
for using functional decomposition in system analysis and design is to reduce the com-
plexity of the problem under consideration through the divide-and-conquer paradigm
and to find an appropriate network of coherent sub-systems: a system is decomposed
into a set of smaller subsystems, such that each of these is easier to analyze, understand
or synthesize. Although functional decomposition gives very good results in the logic
synthesis of digital circuits, machine learning, decision systems and other fields [2, 4,
18, 21, 25, 26], its practical usefulness for very complex systems is limited by the lack
of an efficient method for the construction of high quality sub-systems.

In the functional decomposition process the following three factors play an extre-
mely important role: an appropriate input variable partitioning, decision which (multi-
valued) function will be computed by a certain subsystem and encoding of the subsys-
tem’s function with binary output variables.

Since the Ashenhurst-Curtis decomposition have been proposed, the research has
been focused in forming new decomposition techniques [15]. The researchers have
developed many types of decompositions, but they are still based on Ashenhurst’s
ideas. Since many of these decomposition techniques were designed for a specific type
of problem, they have become obsolete, either by the advent of new technologies or
new algorithms. Thus, there have been very few attempts to reduce the complexity of
Ashenhurst-Curtis’ input variable partition problem.

There are two types of algorithms solving this problem. The algorithms finding
decompositions without using any search heuristics. The basic idea of these algorithms
is to limit the search to some input variable partitions. This is done by using different
functional methods to choose which partitions will be evaluated. These methods se-
lect partitions through Reed-Muller expansions, Fourier transforms, binary difference
equations, and technology-based mappings [10], [15], [23], [24].

The second type of algorithms utilize different heuristic methods. In [18] the input
variable partitioning method based on information relationship measures was presented,
which produced optimal or sub-optimal results for factions of considerable size.

In recent years the use of the genetic algorithms has received widespread attention
(5], [14]. This approach has been used to find approximate solutions to NP-complete
optimization problems [8]. However, to the best author’s knowledge, there have been
few successful applications of genetic algorithms in the area of decomposition based
logic synthesis.

In the paper a method of input variable partitioning based on evolutionary algo-
rithm is discussed. A number of the resulting sub-function’s values is used here as
a criterion for testing individual solutions and assigning fitness, since the strong cor-
relation of the number of the sub-function’s values with the decomposition’s quality
has been showed in [19]. Application of the evolutionary algorithms for construction
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of the input variable partition allows reducing the search space to a manageable size
while keeping the high-quality solutions in the reduced space.

After an introduction to functional decomposition and evolutionary algorithms, the
new heuristic input partitioning method is presented. Subsequently some experimental
results are discussed, which are reached with a prototype tool that implements the
method. The experimental results demonstrate that the proposed method is able to
construct optimal or near optimal decompositions efficiently, even for large systems.
It is much faster than the systematic method while delivering results of a comparable
quality.

2. BASIC THEORY

2.1. REPRESENTATION AND ANALYSIS OF BOOLEAN FUNCTIONS WITH BLANKETS

Here only some information that is necessary for an understanding of this paper
is reviewed. More detailed description of functional decomposition based on partition
calculus can be found in [1].

A Boolean function can be specified using the concept of cubes (input terms,
patterns) representing some specific sub-sets of minterms. In a minterm, each input
variable position has a well-specified value. In a cube, positions of some input variables
can remain unspecified and they represent “any value” or “don’t care” (-). A cube may
be interpreted as a p-dimensional subspace of the n-dimensional Boolean space or as
a product of n-p variables in Boolean algebra (p denotes the number of components
that are “-’).

For pairs of cubes and for a certain input subset B, we define the compatibility
relation COM as follows: each two cubes S and T are compatible (i.e. S, T € COM(B))
if and only if x(S) ~ x(T") for every x C B. The compatibility relation ~ on {0, —, 1) is
defined as follows [1]: 0 ~ 0, -~ —- 1 ~ 1,0 ~— 1 ~ - — ~ 0, — ~ 1, but the pairs
(1, 0) and (0, 1) are not related by ~. The compatibility relation on cubes is reflexive
and symmetric, but not necessarily transitive. In general, it generates a “partition” with
non-disjoint blocks on the set of cubes representing a certain Boolean function F. The
cubes contained in a block of the “partition” are all compatible with each other.

“Partitions” with non-disjoint blocks are referred to as rough partitions (r-partitions)
[12], [17], blankets [1] or set systems [7]. The concept of blanket is a simple extension
of ordinary partition and typical operations on blankets are strictly analogous to those
used in the ordinary partition algebra.

A blanket on a set S is such a collection of (not necessary disjoint) distinct subsets
B; of S, called blocks, that
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Example 1 (Blanket-based representation of Boolean functions).

Table 1
Example function

X1 X2 X3 X4 Y1 Y2
i 0 0 - - 1 1
2 1 0 - 0 1 0
3 - 0 0 - 1 -
4 - - 1 1 0 -
5 - 1 1 0 0 0
6 - 1 - 1 - 1
7 0 - 0 1 1 -

For function F from Table 1, the blankets induced by particular input and output
variables and by the two-output function on the set of function F’s input patterns
(cubes) are as follows:

B =11,3,4,56,7,2, 3, 4, 5, 6},
Beo=1{1,2,3,4,7,4,5,6,7},
Ba=1{1,2,3,6,7;,1,2,4,5, 6},
Bxa=1{1,2,3,53,4,6,7},

By =11,2,3,6,7,4,5, 6},
By2=11,3,4,6,7,2,3,4,5,7},

Byy2 =By1 - B2 =1{1,3,6,7;,2,3,7; 4,5; 4,6}

The product of two blankets 8, and 3, is defined as follows:

Bi-B2=1{B; N ByB; € By and B; € fy},

For two blankets we write 81 < 3, if and only if for each B; in 8, there exists a
B; in B, such that B; € B ;- The relation < is reflexive and transitive.

For example:

Bria=Pu-Pra=1{1,3,4,7;4,5,6,7,2,3,4,4,5,6},

Brixa < Bt

Information on the input patterns of a certain function F is delivered by the
function’s inputs and used by its outputs with precision to the blocks of the input and
output blankets. Knowing the block of a certain blanket, one is able to distinguish the
elements of this block from all other elements, but is unable to distinguish between
elements of the given block. In this way, information in various points and streams of
discrete information systems can be modeled using blankets.
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2.2. FUNCTIONAL DECOMPOSITION

The set X of function’s input variable is partitioned into two subsets: free variables
U and bound variables V, such that YUV = X. Assume that the input variables x1, ..., x,
have been relabeled in such way that:

U={x,..,x}and

Vo= {Xpegsts o X}

Consequently, for an n-tuple x, the first » components are denoted by xY, and the
last s components, by x".

Let F be a Boolean function, with n > 0 inputs and m > 0 outputs, and let (U, V)
be as above. Assume that F is specified by a set & of the function’s cubes. Let G
be a function with s inputs and p outputs, and let H be a function with r + p inputs
and m outputs. The pair (G, H) represents a serial decomposition of ¥ with respect to
(U, V), if for every minterm b relevant to F, G(b") is defined, G(b") € {0, 1}", and
F(b) = HBY, G(bv)). G and H are called blocks of the decomposition.

Let By, By, and Br be blankets induced on the function’s F input cubes by the
input sub-sets V and U, and outputs of F, respectively.

Theorem 1. Existence of the serial decomposition [1].

If there exists a blanket S on the set of function F’s input cubes such that Sy < Sg,
and By - Bc < Br, then F has a serial decomposition with respect to (U, V).

Proof of Theorem 1 can be found in [1].

L7

H |

L

e

Fig. 1. Schematic represantation of the serial functional decomposition

Example 2. For the function from Table 1 specified by a set 7 of cubes numbered 1
through 7, consider a serial decomposition with U = {x;} and V = {x,, x3, x4}.
We find:
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It is easily verified that g = {1,2, 3,7;5; 677;276} satisfies the condition of The-
orem 1 (more detailed description of partition calculus can be found in [1]). Thus
function F has a serial decomposition with respect to (U, V).

The process of functional decomposition consists of the following steps:
~ the selection of an appropriate input support V for block G (input variable parti-

tioning),

— the calculation of the blankets By, Sy and Sr,

— the construction of an appropriate multi-block blanket 8 (this corresponds to the
construction of the multi-valued function of block G),

— the creation of the binary functions H and G by representing the multi-block blanket
B as the product of a number of certain two-block blankets (this is equivalent to
encoding the multi-valued function of block G defined by blanket S5 with a number
of binary output variables).

In a multilevel decomposition, this process is applied to functions H and G repe-
titively, until each block of the obtained in this way net can be directly mapped in a
logic block of a specific implementation structure [10].

The selection of an appropriate input variable partitioning is the main problem
in functional decomposition. The choice of sets U and V from set X determines the
construction of an appropriate blanket 8 which satisfies Theorem 1. The existence of
such a blanket S implies the existence of a serial decomposition. Blankets By, 8¢,
Bu - Bc and Br constitute the basis for the construction of sub-functions H and G in
serial decomposition. In other words, knowing By, By and Sr, and having S; one can
construct particular sub-functions G and H.

The input variables of block G and their corresponding blankets and the output
blanket B; of block G define together the multi-valued function of block G. The
structure of S obviously influences the shape of the sub-functions G and H (Fig. 2).
Blanket B¢ determines the output values of function G. Each value of this multi-valued
function corresponds to a certain block of the blanket 8. Considering the number of
values of the multi-valued function of a certain sub-system in decomposition is there-
fore equivalent to considering the number of blocks in blanket B of this sub-system.
For encoding of ¢ values minimum [log, ¢] binary variables are required. Thus, if
g denotes the number of blocks in B¢ then the minimum required number of binary
outputs from G is equal to k = [log, ¢].

Since function H is constructed by substituting in the truth table of function F the
patterns of values of the primary input variables from set V (bound variables) with
the corresponding values of function G, it is obvious that the choice of B¢ influences
the sub-function H. The outputs of G constitute a part of the input support for block
H. Thus, the size of block G and the size of block H both grow with the number of
blocks in blanket S¢. The minimum possible number of blocks in B¢ strongly depends
on the input support chosen for block G, because B is computed by merging some
blocks of By, this being the blanket induced by the chosen support.
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Function

Xy X2 X3 X4 Vi 32
1 0 0 - 0 1 1 | Blanket fg influences the function
2 1 0 - 0 1 0 Gt the number of blocks in o
3 - 0 0 - 1 determines the number of different
4 - - 1 l 0 - output values of G and in this way
5 - 1 1 0 0 0 the number of output variables
6 - 1 - I - 1 needed for encoding these values.
7 0 - 0 1 1 -
i i—— [ [ncin &
Function &
B ={1,2,3,7,5:6,7:4,6} T - - " -
1,2,3 {0 0 0 0 0
3,7 0 0 1 0 0
6,7 1 0 1 1 0
5 1 1 0 0 1
4,6 1 1 1 1 1
2 o - 0 oo
4 - 1 1 1 1
AN J |
¥ b \
Block fx; £ o In v Blanket S also influences function
1,3,7 10 0 0 1 1 H: this function is created by
2,3 1 0 0 1 0 replacing particular values of the
5 - 0 1 0 0 bound  variables  with  the
6,7 0 1 0 1 1 corresponding values of function
6 - 1 - - 1 G; the number of blocks of blanket
4.6 - 1 1 0 1 Po influences the number of rows
(symbols) in the truth table of
function H.

Fig. 2. Influence of blanket B on sub-functions H and G

Function H is decomposed in the successive steps of the multi-level synthesis
process. This is why blanket B¢ has a direct influence on the next steps of the process.
The structure of the blanket S determines the difficulty of the successive decompo-
sition steps and influences the final result of the synthesis process (characterized by
the number of logic blocks and number of logic levels). The number of blocks in
blanket B¢ is the most decisive parameter. Since the strong correlation of the number
of blanket S¢’s blocks with the decomposition’s quality has been showed in [19], this
number can be used as a criterion for testing individual solutions.

In multi-level logic synthesis methods, the serial decomposition process is applied
recursively to functions H and G obtained in the previous synthesis steps until each
block of the resulting net can be directly mapped in a single logic block of a specific
implementation structure [11, 12]. In the case of look-up table FPGAs, the multi-level
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decomposition process ends when each block of the resulting net can be directly
mapped into a configurable logic block (CLB) of a specific size (typically the CLB
size is from 4 to 6 inputs and | or 2 outputs). Although algorithms of multi-level logic
synthesis can also use parallel decomposition in order to assist the serial decomposition

[10], the final results of the synthesis process strongly depend on the quality of the
serial decomposition.

2.3. EVOLUTIONARY ALGORITHMS

An evolutionary computing is inspired by Darwin’s theory of evolution. In other
words, problems are solved by an evolutionary process resulting in the best (fittest)
solution (survivor) — the solution is evolved.

‘Genetic algorithm’ term was introduced by John Holland [6]. In this paper an
evolutionary algorithm is used, which is more general term. The evolutionary algo-
rithm is one of heuristics, which not necessarily provides the best possible solution.
However, these sub-optimal solutions are considered as acceptable, because in many
problems it is not possible to find the best solution in reasonable time. It means that
evolutionary algorithms are especially useful for problems with a vast search space
and non-polynomial time algorithms solving the given problem.

The evolutionary algorithms need individuals that represent a solution attempt to
the problem they are trying to solve. The population needs to be tested to find how well
individuals perform, and new individuals are created that are combinations of existing
good solutions with some occasional variations. The cycle of testing and creation
of new individuals is repeated until a suitable solution is found, all the individuals
represent the same solutions, or the search is abandoned [13].

The basic steps of an evolutionary algorithm are presented on Figure 3.

Create initial population
.

Calculate fitness

Yes

Finished? Stop

No

Create new population:

e select parents,

e create offSpring (crossover),
® mutate offspring

Fig. 3. Schematic representation of the evolutionary algorithm
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To construct the algorithm following qualities have to be defined:

e a population of individuals, where each individual represents an encoded form of
a possible solution to the problem being solved,

o methods for testing individual solutions and assigning fitness (how good the solution
is),

e methods for selecting suitable parents that will be used to produce new individuals
(offspring),

e methods for manipulating the encoded forms of individuals, often called “gene-
tic operators”; these operators are used to create new children from parents (for
example, “crossover” techniques), and for introducing other variations (such as
“mutation”) into the population,

e parameters to manipulate the probability and effect of operators.

3. EVOLUTIONARY ALGORITHM FOR INPUT VARIABLE PARTITIONING

The input variable partitioning is NP-hard problem. For function F of n input
variables and the size k of set V the number of possible solution is described by
following formula:

| = n B n!
T lk/) T @-KIkU

For large functions the solution space is so huge that heuristic method for solving
this problem has to be used.

The analysis of best possible solutions for given Boolean function results in inte-
resting observations. Table 2 presents the best solutions (according to of the number
of blanket Bg’s blocks) of input variable partitioning for plan example function from
standard benchmark set [27]. This function has 13 inputs and 25 outputs. Each row of
table 2 presents the variables belonging to set U (marked by digit ‘1’) and belonging
to set V (marked by digit ‘0”). Best solutions for different sizes of V set are presented,
as well as the frequency of appearance of given variable in V set. It can be noticed
that some variables often then others appear in bound set for results of best quality.
For example variable x; appears in V set for 16 solutions listed in table 2, while x;
does not belong to V set for any of these solutions. This suggests that for constructing
good input variable partitions some variables are more predestined to be included in
V and other to be included in U set.

Let us assume that the size of V set is 4. Now, let us create an input variable parti-
tioning in such way that V set consists of variables that according to table 2 are least ap-
propriate to be in bund set: V = {x2, x3, x4, X9} and U = [x1, X5, X6, X7, X8, X10, X11. X12, X13)-
As we could expect, the quality of decomposition (according to the number of blanket
Bc’s blocks) is 16 ~ the worst possible for this size of V set. However let us move
“good” variable x; from set U to set V and “bad” variable x, from set V to set U.
The quality of decomposition is now 15, so it has improved. If we now swap variables
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from V; and construct V3 (similarly for Us). Taking observation described above into
account we can suspect that after such variable exchange it is probable that “good”
variables from V' and V; will be included in V3. This should improve the quality of new
solution in comparison to solution used as “parents”. If we preserve improved solutions
and eliminate worsen solution we can apply this approach again. Such behavior is
characteristic for evolutionary algorithms. This means that evolutionary algorithm may
be an efficient way for solving input variable partitioning problem.

The evolutionary algorithm maintains a population of individuals (chromosomes),
that represent potential solutions of a given optimization problem. A survival of the
fittest individuals is implemented by the selection mechanism. For the next population,
as potential solutions, such single organisms are chosen, which adaptation to the envi-
ronment is the best. The adaptation (quality) of a specific chromosome is evaluated
by a fitness function. The chromosomes are evolving through the process of selection,
recombination (crossover) and mutation. After a given number of algorithm loops
(generations), it is expected that the algorithm has found a satisfactory solution.

In case of input variable partitioning problem the chromosome has to describe
individual solution in form of sets U and V. In [19] the strong correlation of the
number of blanket B¢’s blocks with the decomposition’s quality has been showed. This
number can be used to asses the quality (fitness) of given variable partitioning.

The outline of the algorithm solving the input variable partitioning problem is
given below.

begin

t:=0
initialise P° (population ‘0)
evaluate P°
while (not stop condition) do
begin
T' := selection_operator (P")
O' := crossover_operator (T7)
evaluate (O")
if (mutation condition) then
O' := mutation_operator (O')
Pt+1 = 0!
t=t+41
end

end

The process is controlled by such algorithm parameters as crossover probability,
population size, number of generations, etc. However there is no golden rule how to
specify these parameters and it heavily depends on the given problem.

In our approach the algorithm stops after given number of generations. Below
some more details of the evolutionary algorithm are discussed.
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3.1. CHROMOSOME ENCODING

The single chromosome (organism) represents one, possible solution of the input
variable partitioning problem. In the method presented in this paper chromosomes are
encoded by the integer numbers, each of which represents the number of the input
variable assigned to the set V (bound variables) of the decomposition.

Example 3.
For 4-input function F from Table 1 a possible solution of the variable partitioning
problem can be represented by the set U = {x;} and set V = {x2, x3, x3)
The corresponding chromosome encoding is {2 3 4).

3.2. FITNESS FUNCTION

In [19] has been shown that there is a strong correlation of the number of blocks
in B with the decomposition’s quality. However the number of blocks in B¢ strongly
depends on the input variable partitioning chosen for the decomposition process. The-
refore, the number of blocks in the B¢ blanket can be used as a good quality measure
of the input variable partitioning.

In the presented method the fitness function depends on the number of blocks in
Bc. The less the number of blocks in g, the better fitness of a given chromosome.

For the chromosome from Example 2 the number of blocks in a blanket Bc is
k = 4 (Example 1).

3.3. INITIAL POPULATION SELECTION

The initial population P is created randomly. Once it is completed, the algorithm
checks whether all the inputs (single genes) have been chosen at least once. If some
are missing, the additional organism is created with genes which are not included in
other organisms of the population.

3.4. SELECTION METHOD

The selection method is combination of tournament selection and elitism. Tour-
nament selection chooses randomly two organisms from the population P', compares
them and takes the better one to the 7’ population. The number of times such a tourna-
ment has to be done to complete whole 7 population depends on the population size.
Elitism guarantees that the best organism from P’ is taken to 7" population regardless
it was taking part at any tournaments or not.
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3.5. CROSSOVER (RECOMBINATION)

Crossover operator chooses randomly two organism (called “parents’) and crosses
their genetic material (Fig. 4). The crossover probability parameter specifies how often
the crossover operator is performed. In proposed method this parameter is set to 0.9.
The algorithm checks whether parents have the same genes or not. If so, the crossover
operator is not launched and the other potential parents are chosen. If crossover is
performed, two new organisms are created (and taken to O' population). Otherwise

parents are taken to O’ population.

Parents Offspring

()

Fig. 4. Schematic representation of the crossover operator

[ 146 | 359 ]

3.6. MUTATION

Usually, mutation changes a single gene with very small probability (0.001). Ho-
wever, as experiments proved, in the case of the variable partitioning problem this kind
of mutation does not bring any considerable profit for the algorithm performance.

The main problem with the presented algorithm is very fast convergence to the
local optimum. Once the algorithm gets to this area, it is very unlikely to find the better
solution than this local optimum. To solve this problem, the special kind of mutation
was implemented. If the average fitness among the population is very close to the best
organism fitness, it is very likely the algorithm got stuck in the local optimum area.
Then the special mutation is performed. One gene in each organism is mutated so the
mutation probability is very high. As a result, the average fitness degenerates rapidly,
but the algorithm gets out of the local optimum area and in many cases the better

solution is found.

4. EXPERIMENTAL RESULTS

This section compares the heuristic method for input variable partitioning presented
in this paper with the method presented in [18] and with the systematic method.
The systematic method is based on searching through the whole solution space and
choosing an input support that produces blanket S with minimum possible number
of blocks. For these experiments the number of generations in the method based on
the evolutionary algorithm was set to 30 and the size of a population was set to 40.
The comparisons have been made by applying all methods to several small, medium
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and large benchmarks. For the experiments we used a number of functions from the
international logic synthesis benchmark set [27].
ISSES
often Table 3
0.9, Comparison of the number of blocks in blanket 8 obtained by the systematic method, beuristic method
sover from [18] and heuristic method based on evolutionary algorithm for different size of set V
er is Heu.risti? based Heuristic based
"wise Size Systematic method O?_ellglzfélrg%till;m on evolqtionary
measures algorithm
inputs | outputs | terms [ 3| 4 | 5 6 |3 4|5 6 {3145 6
Conl 7 2 20 151616 51717 51616
Donfl 7 6 64 | 8|14 |25) 37 | 8| 14|25| 37 {81425 37
z4 7 4 128 1416 | 8 12 4476 18|12 |4] 6|8 12
Misex | 8 7 18 |46 |7 9 4] 6|7 9 (4] 6|7 9
Root 8 5 71 S|{ 9I5| 17 {509 [ 15]17 (5] 9|15} 17
Sqrt 3 4 53 314 |7 12 (314 (7] 12(3]4]7] 12
Opus 9 10 23 1416 10 14] 6 10 141 6 10
9sym 9 1 191 1415 7 14151617 14156 7
Clip 9 5 430 | 611014} 18 | 6110|1421 | 6]10] 14| 18
)S' IS ::C—l Mark1 9 20 27 14,6 1810 (4] 6|8]10/416)|8] 10
.. Alu2 10 391 161121241 43 [ 61122443 (612124 43
to the Sao2 10 4 60 1416 11 141 6 11 1416 11
better Cse 11 11 86 |31 4 9 |3 4 9 13 4 9
itation Sse 11 11 39 |46 11 141 6 11 |41 6 11
1e best Keyb 12 7 147 1619 | 131 19 | 6] 9 |13/ 19|69 |13] 19
1 area. S1 13 11 110 |58 13|19 6|8 |13[19|5]|8|13] 19
Iso‘(gle Plan 13 25 s | s | 7 | 11| 17 |5 7 {11} 18 {5]| 7 |11] 17
agglgttg; Styr 14 15 140 141619 13 (5|7 |10 1446|913
Ex1 14 24 127 141 6| 8| 11 (46811 |46 8] 11
Kirk 16 10 304 1414 |5 6 (4] 5|5 7 141415 6
Duke2_7 18 1 64 | 3| 4 4 4 141515 513|414 4
Vg2.2 25 1 56 |33 3 3 1414141 4 (31313 3
.sented Apex3.3 34 1 208 1213 | 4 5 (4] 41 4 6 12]3 ] 4 5
nethod. Seq.2 36 1 211 |22 ¢ 3 D314 4] 6 21213 5
ice and Seq-1 | 37 1 286 1203 1313 |3/3 /3|4 /23|33
number Apex3.7 39 1 227 1314 1 4 41516 7 1344 5
ased on * — too long computation time
t to 40.
nedium
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Table 3 shows the comparison results of the minimum number of blanket 8¢ blocks
for all methods for examples converted to truth table format (required by method from
[18]). The results were obtained for decompositions with 3, 4, 5, and 6 input variables
in set V. Results obtained by the decomposition with the systematic search are optimal
in the sense of the number of blocks of B;. The method based on the evolutionary
algorithm despite of its heuristic character produces results similar to the systematic
method.

It is very difficult to describe large multi-output systems with truth tables. Such
examples are usually presented in espresso format, which in most cases is not truth
table format. Table 4 present the minimum number of blocks of blanket S obtained
by method based on the evolutionary algorithm for large examples. The comparison
with other two methods was impossible due to unacceptably long computation time
for systematic method and due to the fact that method from [18] accepts only truth
table format.

Table 4

The number of blocks in blanket B¢ obtained by heuristic method based on evolutionary algorithm
for different size of set V

Heuristic based

Size on evolutionary algorithm

inputs | outputs | terms 3 4 5 6

duke? 22 29 405 4 5 7 8
misex2 25 18 102 2 2 2 2
seq 41 35 3137 4 5 5 5
apex! 45 45 1440 4 5 6 7
apex3 54 50 1036 4 5 7 8
e64 65 65 327 4 5 5 7
apex5 117 88 2849 1 3 4 3

Table 5 presents the comparison of estimated computation time of the systema-
tic method and computation time of the heuristic method based on the evolutionary
algorithm for different sizes of set V. For large functions, this method is many times
faster than the systematic method. The difference in processing time between these two
methods grows very fast with the function size. For the largest functions we tried, the
heuristic method is many thousands times faster. It has to be stressed that the multilevel
decomposition consists of many single serial decomposition steps. Thus, application of
the heuristic methods can speed up the multi-level decomposition process dramatically.

Figures 5a and 5b present the influence of such parameters as the population
size and the number of generations on results obtained by presented method and on
computation time. These two parameters allow for trade-off between the quality of
solutions and computation time. It is worth noticing that in most cases decrease in the
size of population and the number of generations allowed for much faster computation
while keeping the quality of solution very close to optimal.
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Table 5

Comparison of computation time of systematic method and heuristic method based on evolutionary

algorithm for different sizes of set V

Systematic method* He?uristic base(.i
on evolutionary algorithm [s]
3 4 5 6 3 4 5 6
duke2 3ls 2m40s 10m58s | 34m56s 37.7 38.9 40.4 58.5
misex2 10's 40 s 4mds 13m32s 10.2 12.4 14.9 24.9
seq >2h > | day > & days > 59 days | 1656.8 | 1692.9 | 1704 | 1712.9
apex] | > 1 hour | > 12 hours | > 4 days > 39 days 463.3 | 506.3 506 524.6
apex3 | > 1 hour | > 16 hours | > 8 days > 81 days 324 316.5 325 328.7
e64 31mS3s | > 8 hours > 5 days > 68 days 136.5 | 137.1 79 191.2
apex5 | > 6.days | > 185 days | > 11 years | > 221 years | 2849 | 3772.6 | 3799.5 | 3901.8
*) estimated time

a)

7
6
5.
Number of 4
blanket B
blocks 3
2
1
ok Number of
. generations
30 4
Poputation size
b)
70 ™ :
60 T
50
Search time 40
[s] 30
20
10 ;
0 o Number of
20 = generations
30 4
Population slze

Fig. 5. The influence of the population size and the number of generations on a) the number of blanket

Be blocks, b) computation time

All experiments presented in this section were preformed on the computer with
512 Mbytes of RAM and AMD Athlon XP 3200.
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5. CONCLUSIONS

The proposed heuristic method of the variable partitioning based on evolutionary

algorithm is very efficient. The method delivers results of similar or comparable qu-
ality to results obtained from the systematic method, but does it many times faster.
For the largest benchmarks that we tried the systematic method requires unacceptably
Jong computation time. The method based on the evolutionary algorithm is thousands
times faster than the systematic method and allows finding solution of optimal or near
optimal quality. The algorithm parameters (the number of generations and the size of
population) can be used to control the trade-off between the search time and the quality

of solutions.

These features make the proposed heuristic method very useful for decomposition-

based synthesis of large systems.
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Design of 2-D FIR filters with real and complex
coeflicients using two approximation criteria
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In the paper, a method for designing two-dimensional finite impulse response linear
phase digital filters is presented. The method can be applied for designing filters with both
real and complex impulse response. In the method, two approximation criteria are used, i.e.,
the equiripple error criterion in the passband and the least-squared (LS) error criterion in the
stopband. The design problem is solved by means of its transformation into an equivalent
bicriterion optimization problem. A column vector Y of filter coefficients is defined and
two objective functions X,(Y) and X»(Y) are introduced. The function X 1(Y) has the global
minimum equal to zero when the amplitude error is equiripple in the passband. The LS error
in the stopband is used as the second objective function X>(Y). The bicriterion optimization
problem is converted into a single criterion one using the weighted sum strategy. Optionally,
a constraint on the maximum permissible error in the passband can also be added and easily
incorporated into the optimization problem. The obtained constrained minimization problem
is solved using the penalty function algorithm. Unconstrained minimization is performed by
means of a conjugate gradient method. Three design examples illustrating the application
of the proposed method are given. The results are compared with those obtained using the
equiripple and the LS approaches.

Keywords: two-dimensional filters, finite impulse response filters, optimization

I. INTRODUCTION

Two-dimensional (2-D) finite impulse response (FIR) digital filters have many
applications. They are widely used in image processing, and radar, sonar and seismic
signal processing [1]. They are also applied in nonseparable filter banks [2, 3]. 2-D
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FIR filters can have exactly linear-phase response and they are free from stability
problems [1].

Several techniques have been proposed for designing 2-D FIR filters that meet
desired specifications in the frequency domain [1, 4-12]. These techniques are usually
based either on least-square (LLS) or on minimax error criteria. In case of the minimax
design, the maximum error is smaller than in case of the LS design. However, the
minimax design is complicated and computationally intensive. In many cases, the
design based on the equiripple error criterion in the passband and LS criterion in the
stopband is much more appropriate than the pure minimax or LS design. A detailed
discussion on this problem can be found in [12, 13].

In the paper, a new approach for the design of 2-D linear-phase 2-D FIR filters
with real- and complex-valued coefficients is proposed. This approach is based on the
equiripple error criterion in the passband and the LS criterion in the stopband. In this
approach, the approximation problem is transformed into an equivalent bicriterion opti-
mization problem that is converted into a single criterion problem using the weighted
sum strategy. Additional constraints, as eg., a constraint on the maximum allowable
approximation error in the passband can also be included in the problem. Three design
examples are presented to illustrate the proposed technique.

2. FORMULATION OF THE PROBLEM

A 2-D FIR filter with an impulse response A(m,n) has a complex frequency re-
sponse of the general form given by [5, 7]:

Mi~1 Ni—1
H(el™, eJory = Z Z h(m, n)e™iwim g=iwn (1)
m=0 n=0
where A(m,n) is rectangularly sampled impulse response of the filter, M, and N; are
integers representing the lengths of the filter, and w; and w, are the horizontal and
vertical frequencies, respectively.

The impulse response Aa(m, n) can be real or complex. In case of a complex-valued
impulse response: A(m, n) = hg(m,n) + jhi(m,n), where hr(m,n) and h;(m,n) denote
the real and imaginary parts, respectively.

If h(m,n) meets the conjugate symmetry [5]

h(m,n) = h*(M; =1 ~m,N; — 1 —n) )

where the superscript * denotes the complex conjugate, then (1) gives a linear-phase
frequency response.
The frequency response of a linear-phase filter can be expressed as [5]:

jor oy — i+ M)
H(e!™,e!*?) = ™72 7 H(wr, wy) 3
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where the purely real function H(w;,w,) is the zero-phase frequency response and
it represents the magnitude response A of the filter (A = |H(w;, w»)]). The complex
exponential part in the above equation denotes the linear-phase characteristic of the
filter.

In case of the complex-valued impulse response, the function H(wi,w;) has four
types of expressions depending on different combinations of odd and even filter lengths
M and Ny. For odd M; and Ny, which are only considered in this paper, the zero-phase

frequency response H(wy,w,) of a linear phase 2-D FIR filter can be written in the
form [7]:

Ly L, L L
H(wi,wy) = Z Z a(m, n) cos(mw,) cos(nw,) + Z Z b(m, n) cos(mw ) sin(nwy) +
m=0 n=0 m=0 n=1
L I L 1L

+ Z Z c(m, n) sin(mew;) cos(nw,) + Z Z d(m, n) sin(mw ) sin(nw,).

m=1 n=0 m=1 n=1

4)

The coeflicients a(m,n), b(m, n), c(m, n), and d(m, n) can be expressed in terms of
the impulse response A(m, n). The suitable formulas can be found eg., in [5].
A linear-phase filter with a real-valued impulse response has a centro-symmetric

magnitude response. In this case, the zero-phase frequency response H(w;, w,) satisfies
the condition [1]:

H(w, wy) = H(~w1, ~w5) %)

The impulse response A(m, n) of the centro-symmetric filter has twofold symmetry,
so only approximately half of the points in h(m,n) are independent. The region of
support of a zero-phase impulse response k(m, n) consists of three mutually exclusive
regions: the origin (0,0), R* and R™. Regions R* and R~ are flipped with respect to
the origin. As a result, a zero-phase frequency response of a centro-symmetric filter
can be expressed as [1]:

H(wy,wy) = h(0,0) + Z Z 2h(m, n) cos(mw, + nw,) (6)

(m,n)eR*

If h(m,n), in addition, meets the constraint [8]:

him,n) = h(My— 1 —-m,n) = h(im,N, — 1 - n) @)

then the filter has quadrantally symmetric magnitude response. The zero-phase fre-

quency response Hy(wy,w;) of a quadrantally symmetric filter can be written in the
form [1]
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M N
Hwy,wy) = Z Z a(m, n) cos(nwy) cos(mwy) (8)
m=0 n=0

where M = (M; - 1)/2 oraz N = (N - 1)/2.
For odd M, and N; the coefficients a(m,n) are defined as follows:

4h(m,n), for m#0in#0,
a(m,n) =4 2h(m,n), for m=0, n#0im# 0in=0, )
h(0,0) for m=0in=0,

The 2-D FIR filter design problem is to determine the impulse response h(m, n)
so that the zero-phase frequency response of the filter is the best approximation of the
desired zero-phase frequency response Hy(wi, w2) in the given sense.

Let Y be a vector of filter coefficients defined as follows:

— in case of a filter with complex-valued coefficients: Y = [y1, y2, .-, yK]T,
where:
;= hg(m,n) , 1=1,2,..,K/2;
yi = hg(m,n) , 1 / (10)
m=0,1,..,. (M- 1)/2, n=0,1,..,N; - 1
yi=h(mn), i=K2+1, K2+2,.,K (11
m=0,1,..(M; - 1)/2; n=0,1,..,N; -1
— in case of a centro-symmetric filter: Y = [y, ¥2, ...,yL+1]T,
where:
yi = h0,0), (12)
yi=h(m,n), =2,3,..,(L+1); m ne R* (13)

— in case of a quadrantally symmetric filter: Y = [y1,¥2, ---,)’(M1+1)(N1+1)]T,
where:

y; =alm,n) , 1= 1,2, (M +1)YN +1); m=0,1,..,My; n=0, 1,..., Nt
(14)

Let H(wy,ws, Y) denote the zero-phase frequency response of the 2-D FIR filter
obtained by putting into equation (4), (6) or (8), respectively, the coefficients given by
vector Y. The desired zero-phase frequency response Hy(wi, wz) of the 2-D filter is:

B 1, for (wy,wy) in the stopband P,
Hy(wy, w2) = { 0, for (w;,w>) in the passband S. (15)

Assume that the continuous (wy, w») — plane is discretized by using a Ky x Ky
rectangular grid defined by (5, 9]:
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2k
= -1, k=0,1,.,K; -1, 16
Wik K1 s i (16)
27l -
Wy = il 1—~7r, [=0,1,.,K -~ 1. (7
-

In case of the proposed method, the approximation error is defined differently
in the passband and in the stopband. In the passband P, the approximation is to be
equiripple, and the error function E{wi, wy, Y) is:

E(wig, w, Y) = H(wiy, wor, Y) = Hy(wig, way), wik, wy € P. (18)
In the stopband S, the LS error E,(Y)o be minimized is:

ExY)= ) > [Hwuwx, Y) - Howir, wy)l’ =

wlkeS wz[ES

=5 > Hie, w, V)P

WS wy €S

(19)

The filter design problem can be formulated as follows: For desired zero-phase
frequency response Hy(wi, wy) defined on the rectangular grid K; x K, and given
integers M, and Ny, find a vector Y for which the error function E(wi,wy, Y) is
equiripple in the passband and, simultaneously, the LS error E, is minimized in the
stopband.

Optionally, a following constraint can be added:

Yo H(wi, wy, Y) = Hy(wik, wa)] < 6. (20)

w1, wyEP

where ¢, is the maximum allowable approximation error in the passband.

Note that in case of the centro-symmetric filter, we need to perform calculations
only in the region R* and at the origin (0,0). In case of a quadrantally symmetric
filter, it is necessary to perform calculations only in the first quadrant of the (w;, w,) ~
plane. Besides, the advantage of using the symmetry constraints is that the number of
independent coefficients to optimize is significantly reduced in comparison with (1).

3. TRANSFORMATION OF THE PROBLEM

The design problem formulated in the previous section can be transformed into an
equivalent bicriterion optimization problem. In order to do this, two objective functions
X1(Y) and X,(Y) should be introduced. Assume that the function X;(Y) has the mini-
mum equal to zero when the error function E(wy, wyy, Y) is equiripple in the passband.
The error function E(wix, wy, Y) is equiripple in the passband when the absolute va-
lues AE(Y), i = 1,2,...,J, of all the local extrema of the function E(w1x,wy, Y) in the
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passband as well as the maximum value AE;,((Y) of E(wi, wy, Y) at the passband
edge are equal, t.e.

AE(Y)=AE(Y), Lk=12,..,J+1, 2n

In order to find a vector Y, for which the conditions (21) hold, we introduce an
objective function X\ (AE|,AE,, ...,AE,;,,) defined as follows:

J+1 J+1 2

Xi(Y) = Y | AEAY) = 75 ) AE,(Y) (22)

i=1 =1

The function X; is non-negative function of AE, AE,, ..., AE;,; and it is equal to
zero if and only if AE] = AE; = ... = AE; ;1. As AE|,AE,, ..., AE . are the functions
of the vector Y, the function X; can be used as the first objective function in our
bicriterion optimization problem. As the second objective function X, we use the LS
error E, defined by equation (19), so X»2(Y) = E»(Y).

Using the weighted sum strategy, which converts the bicriterion optimization pro-
blem into a single criterion one, the equivalent optimization problem can be stated
as follows: For given filter specifications and weighting coefficients 5; and S, find a
vector Y such that the function

J+1
X(Y, 51,2 = B1 ) (AE(Y) =8P+ D > [Hwy,wu, D (23)
i=1 Wi €S wy S
is minimized
where
1 J+1
5 . 4
§ J+1ZAE’(Y) (24)

Optionally, the additional constraint (20) can also be given.

The above formulated optimization problem can be solved using standard mi-
nimization methods. The obtained solution depends on the choice of the weighting
coefficients 81 and ;. In order to obtain the equiripple passband and in the same time
to minimize the LS error in the stopband, the weighting coefficients 8; and 8, should
be chosen so that the initial values of the two terms in (23) are approximately the
same.

The initial values of the coeflicients of the vector Y, used as the starting point
in the considered optimization problem, are determined by solving an appropriate LS
approximation problem.
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4. DESIGN EXAMPLES

Two computer programs based on the described design procedure have been
developed in Fortran 77. These programs F2RE and F2CO enable designing 2-D
linear-phase FIR filters with real- and complex-valued coefficients, respectively. Using
the program F2RE, it is possible to design centro-symmetric and quadrantally sym-
metric filters. In both programs, the constrained minimization is performed using the
penalty function method [14, 15]. The unconstrained minimization problem is solved
using the modified procedure GSPRIEM based on the Polak-Ribiere version of the
conjugate gradient algorithm [15].

In order to illustrate the application of the proposed approach, we will design three
filters with different symmetries, i.e., quadrantally and centro-symmetric low-pass fil-
ters and a filter with complex coeflicients, with additional constraints on the maximum
permissible error §, in the passband. In all designs, a square grid of 101 x 101 is used
for discretizing the (wy, w,) — plane. The prescribed magnitude is 1 in the passband
P, 0 in the stopband S, and varies linearly in the transition band Tr. The weighting
coeflicients are 8, = 2 x 10* and Br=1.

As the first example, we consider the design of a quadrantally symmetric diamond
shaped filter. The desired magnitude specification of the filter is shown in Fig. 1. The
filter is designed with Ny =M, =19, A = 0687, and B = 0.867. The calculations
were performed for 6, = 0.027 and 6, = 0.050. The resulting magnitude responses
A = |H(wyy, wy, Y)| are shown in Fig. 2 and 3, respectively. In these and all subsequent

figures: x = w;/rr and y = w,/r. Note that in case of the proposed approach it is possible
to obtain different values of 6p in the passband.
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Fig. 1. Magnitude specification of a quadrantally symmetric filter
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Fig. 2. Magnitude response of the filter designed in the first example with M, = N,
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In order to compare the obtained magnitude response with a magnitude response
equiripple both in the passband and in the stopband, an equiripple filter was designed
for the same specifications using a method presented in [16]. In case of the equiripple
filter, the ripples are 6 = 0.034 both in the passband and in the stopband. In case of
the proposed approach, for § p = 0.027 the maximum magnitude error in the stopband
equals ¢, = 0.062.

Note that in case of the proposed approach, it is possible to obtain smaller ripples
6, in the passband than the ripple & in case of the equiripple design. In the significant
part of the stopband, the magnitude error obtained using the proposed approach is
also smaller than 6. However, the maximum magnitude error &,, which occurs at the
stopband edge, is greater than the ripple & in case of the equiripple design.

In order to compare the resulting filter with the filter obtained using the LS ap-
proach, the LS filter was designed for the same specifications. For the LS filter, the
maximum errors in the magnitude response are: in the passband 6, = 0.045, and in
the stopband &, = 0.060. In case of the proposed approach, the maximum error in the
passband is considerably smaller and equals 6, = 0.027. In the stopband, the obtained
maximum error is approximately the same as in case of the LS design.

As the second example, we consider the design of a 2-D centro-symmetric filter
[17]. The desired magnitude specification is shown in Fig. 4. The passband of the filter
is an elliptic region with a rotation angle of 30°. The major and minor axes of the
passband edge are 0.457 and 0.225x. The major and minor axes of the stopband edge
are 0.657 and 0.375x. The filter is designed with Ny = M, = 19 and 0, = 0.0365. The
resulting magnitude response A = [H(w1k, w1, Y)| is shown in Fig. 5. The maximum
errors in the magnitude response are: in the passband 6, = 0.0365 and in the stopband
05 = 0.0442.

v

Fig. 4. Magnitude specification of a centro-symmetric filter
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Fig. 5. Magnitude response of the filter designed the second example with M, = N, = 19
and &, = 0.0365
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Fig. 6. Magnitude response of the equiripple filter designed in the second example with M; = N, = 19
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In order to compare the resulting filter with the LS and equiripple filters, these
filters were designed for the same specifications as in case of the proposed approach.
The magnitude response A of the equiripple filter is shown in Fig. 6. The obtained
ripple is 6 = 0.0365 both in the passband and in the stopband. The ripple § is the same
as 6, in case of the proposed approach, but it is a bit smaller than the maximum error
0, at the stopband edge. However, the magnitude error obtained using the proposed
approach is smaller than § in the significant part of the stopband.

For the LS filter, §, = 0.066 and &, = 0.050. Note that they are greater than the
maximum errors of the magnitude response in the passband and in the stopband in
case of the proposed approach.

In order to present the results obtained using the program F2CO with additio-
nal constraints on the maximum permissible error 6, in the passband, we design a
linear-phase 2-D FIR filter with complex coefficients and with the same specifications
as in [7]. The desired magnitude specification is shown in Fig. 7. The passband is
a circular region centred at (-0.26xr, 0.17) with a radius of 0.3x. The width of the
transition band is 0.16z. The filter is designed with N; = M, = 21. The maximum
permissible error is 6 p = 0.032. The resulting magnitude response A = |H(wik, wyl, Y)
is shown in Fig. 8. The maximum errors of the magnitude response in the passband
and in the stopband are: §, = 0.032 and &, = 0.043. It difficult to compare the results
obtained using the proposed method with the results reported in [7], because the values
of the maximum stopband and passband errors are not provided in [7].

In order to compare the resulting filter with the filter obtained using the LS appro-
ach, the LS filter was designed for the same filter specifications. For the LS filter, the
maximum errors of the magnitude response in the passband and in the stopband are:
6, = 0.064 and &, = 0.044. Note that in case of the proposed approach, the maximum
error in the passband is considerably smaller than in case of the LS design. In the
stopband, the obtained maximum error is approximately the same as in case of the LS
design.

@2

MO

p—ry 3

kil

Fig. 7. Magnitude specification of a 2-D filter in the third example
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Fig. 8. Magnitude response of the filter designed in the third example with M; = Ny = 21 and
6, = 0.032

5. CONCLUSIONS

In the paper, a technique for the design of 2-D linear-phase FIR filters with the
equiripple passband and LS stopband has been proposed. A constraint on the maximum
permissible error ¢, in the passband has also been included into the design problem.
The proposed technique .is general and can be used for the design of 2-D FIR filters
with different symmetries, with both real- and complex-valued coefficients.

The design examples show that using the proposed approach, it is possible to
obtain filters with magnitude responses, which are the trade-off between the equirip-
ple passband and the LS stopband. The advantage of the proposed approach is the
possibility of obtaining smaller maximum error &, in the passband than in case of
the equiripple design. Using the proposed method it is also possible to obtain other
prescribed values of 6, in the passband. It is necessary to undetline that for given M,
and N; defining the number of the filter coefficients, there is some minimum value
6p = Opmin- In order to obtain &, smaller than &, ., it is necessary to increase M,
and/or Nj.

The proposed method requires shorter computational time than the equiripple
design. It is also simple to implement The resulting optimization problem can be
solved using standard constrained optimization methods, and efficient implementations
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of these methods are available in different program libraries. The proposed method is
also very flexible and additional linear and/or nonlinear constraints, e.g., regarding the
magnitude response, can be included into the optimization problem.
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