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IMPORTANT MESSAGE FORTHE AUTHORS

The Editoral Board during their meeting on the 18" of January 2006 authorized the
Editoral Office to introduce the following changes:

1. PUBLISHING THE ARTICLES IN ENGLISH LANGUAGE ONLY

Starting from No 1’2007 of E&T Quarterly, all the articles will be published in
English only. '

Each article prepared in English must be supplemented with a thorough summary in Polish
(e.g- 2 pages), including the essential formulas, tables, diagrams etc. The Polish summary
must be written on a separate page. The articles will be reviewed and their English correct-
ness will be verified.

2. COVERTING THE PUBLISHING EXPENSES BY AUTHORS
Starting from No’2007 of E&T Quarterly, a principle of publishing articles against payment
is introduced, assuming non-profit making editorial office. According to the principle the
authors or institutions employing them, will have to cover the expenses in amount of 760
PLN for each publishing sheet. The above amount will be used to supplement the limited
financial means received from PAS for publishing; particularly to increase the capacity of
next E&T Quarterly volumes and verify the English correctness of articles. It is neccessary
to increase the capacity of E&T Quarterly volumes due to growing number of received
articles, which delays their publishing.
In case of authors written request to accelerate the publishing of an article, the fee will
amount to 1500 PLN for each publishing sheet.
In justifiable cases presented in writting, the editorial staff may decide to relieve authors
form basic payment, either partially or fully. The payment must be made by bank transfer
into account of Warsaw Science Publishers The account number: Bank Zachodni WBK
S.A. Warszawa Nr 94 1090 1883 0000 0001 0588 2816 with additional note: “For
Electronics and Telecommunications Quarterly”.
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-Dear Authors,

Electronics and Telecommunications Quarterly continues tradition of the “Rozprawy
Elektrotechniczne” quarterly established 54 years ago.

The E&T Quarterly is a periodical of Electronics and Telecommunications Committee
of Polish Academy of Science. It is published by Warsaw Science Publishers of PAS. The
Quarterly is a scientific periodical where articles presenting the results of original,
theoretical, experimental and reviewed works are published. They consider widely recogn-
ised aspects of modern electronics, telecommunications, microelectronics, optoelectronics,
radioelectronics and medical electronics.

The authors are outstanding scientists, well-known experienced specialists as well as
young researchers — mainly candidates for a doctor’s degree.

The articles present original apporaches to problems, interesting research results,
critical estimation of theories and methods, discuss current state or progress in a giv-
en branch of technology and describe development prospects. The manner of writing
mathematical parts of articles complies with IEC (International Electronics Commision) and
ISO (International Organization of Standardization) standards.

All the articles published in E&T Quarterly are reviewed by knows, domestic
specialists which ensures that the publications are recognized as author’s scientific output.
The publishing of research work results completed within the framework of Ministry of
Science and Higher Education GRANT’s meets of the requirements for those work.

The periodical is distributed among all those who deal with electronics and
telecommunications in national scientific centres, as well as in numeral foreign institutions.
Moreover it is subscribed by many specialists and libraries.

Each author is entitled to free of charge 20 copies of article, which allows for easier
distribution to persons and institutions domestic and abroad, individually chosen by the
author. The fact that the articles are published in English makes the quarterly even more
accessible.

The articles received are published within half a year if the cooperation between author
and the editorial staff is efficient. Instructions for authors concerning the form of
publications are included in every volume of the quarterly; they may also be otained in
editorial office.

The articles may be submitted to the editorial office personally or by post; the editorial
office address is shown on editorial page in each volume.
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Improved State Encoding for FSM Implementation in FPGA
Structures with Embedded Memory Blocks*

GRZEGORZ BOROWIK

Warsaw University of Technology
Institute of Telecommunications, Poland
gborowik@tele.pw.edu.pl

Received 2008.01.20
Authorized 2008.03.21

Modern FPLD devices have a very complex structure. They combine PLA-like structures
as well as FPGA’s and even memory-based structures. However, the lack of an appropriate
synthesis method does not allow the features of the modern FPLD’s to be fully exploited.
In this paper, an important problem of state assignment for an FSM as an extension of
the previous research on ROM-based FSM implementation is presented. We pinpoint the
sources of additional optimization of the functional decomposition and relate them to the
state encoding conditions. The method is based on a reduction of a state assignment problem
to a graph coloring problem. To this end, the so called multi-graph of incompatibility
of memory T-words is applied. As a result, a new design technique for implementation
of sequential circuits using embedded memory blocks of FPGA’s has been developed.
Preliminary experimental resultsare extremely encouraging.

Keywords: decomposition, state encoding, sequential circuit, finite state machine, FPGA,
embedded memories, logic cell, multigraph, weighted graph

I. INTRODUCTION

In modern logic synthesis of PLD, FPGA modules as well as PLA (Programmable
Logic Array), GA (Gate Array), SC (Standard Cell) structures, the problem of finite
state machine synthesis is significant because of its practical application, but in particular
internal states encoding. Encoding influences both, the structure of the realization of

* This paper was supported by Ministry of Science and Higher Education financial grant for years
20062009 (Grant No. SINGAPUR/31/2006).




10 k G. BOROWIK ETQ.

FSM, its mutual connections between the combinational block and the memory block,
as well as the complexity of the combinational block.

Any attempt to solve the above problem results in many methods of the structural
synthesis of FSM. Their diversity results from different calculations, assumptions
and subsequently directing the method for specific type of elements. Hence, there
are separate methods of the synthesis of FSM for PLA structures [8, 10], for ROM
memories [1] and PLD modules [2, 9].

The application of minimization before the state encoding process is a characteristic
feature of these methods. Such a minimization is possible by the representation of the
combinational part of the FSM with polyvalent symbolic variables. Unfortunately,
such methods are limited to two-level structures. At the moment the research is being
conducted in two directions. One concerns the realizations in multilevel gate structures,
and the second covers realizations in FPGA’s and FLEX s,

In the former case of such synthesis, the combinational part of the FSM is joined
to inputs of the memory register, as synthesis for two-level structures, and in the latter
— the other way round — combinational part is joined to outputs of such register.

Up till now, the methods of the optimization of sequential machines apply the
first model of the mentioned synthesis. In these methods the optimization consisted in
such a selection of state encoding, in which two-level or multilevel gate structures are
applied for the reduction of the resources.

The second model was used in so-called microprogrammable control units, in
which combinational part was implemented in ROM. In this implementation the memory
block was a separate element — distinguished from the other parts of the circuit. The
advantage of such structure made it possible to reprogram the memory of microcode.
In those times it was the only way to reconfigure the circuit. Due to these advantages
the capacity of the memory was no longer a critical factor. Nevertheless, it was used to
make this capacity smaller. It was a typical technique of constructing special memory
addressing units [1, 2], in which the method of selection of the exterior signals was
applied to manufacture the address of the next microinstruction. In result the realization
of the function lasted few cycles, hence it had its influence on the speed reduction of
the circuit. Supposedly the speed reduction is the main factor that make such methods
of the synthesis not very attractive for today technologies.

For these reasons, main research works within the scope of the optimization
methods of sequential machines concern the first model. It focuses on the realization
in the two-level structures and in the multilevel structures.

Unfortunately, none of the current solutions [3, 12, 13, 14, 15, 16] concerns FPGA’s
with embedded memory blocks.

Modern Field-Programmable Logic Devices have a very complex structure. They
combine PLA-like structures as well as FPGA’s and even memory-based structures. In
many cases designers cannot exploit all opportunities such as complex architectures
provide due to the lack of appropriate synthesis methods. Embedded memory arrays
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enable an implementation of memory-like blocks such as large registers, FIFO’s, RAM
or ROM modules [8, 18].

These memory resources make up considerably large part of the devices, i.e.,
EP20K1500E devices provide 51,840 logic cells and 442 Kbit of SRAM. Taking into
consideration the conversion factors of logic elements and memory bits to logic gates
(12 gates/logic element and 4 gates/memory bit) it turns out that embedded mMemory
arrays make up over 70% of all logic resources. Since not every design consists of
such modules as RAM or ROM, in many cases, these resources are not utilized,
though. However, such embedded memory blocks can be used for implementation
of sequential machines in a way that requires fewer logic cells than the traditional
flip-flop based implementation. This may be used to implement “non-vital” sequential
parts of the design, saving logic cell resources for more important sections [30, 33].
Since the size of embedded memory blocks is limited, such an implementation may
require more memory than is available in a device. To reduce a memory usage in
ROM-based sequential machine implementations, a structure with next state logic
partially implemented in the ROM and partially implemented in logic cells was proposed
{5, 6].

In the considered FSM implementation the combinational logic is split into two
parts. One part is implemented in embedded memory blocks which are configured as
ROM, with its content determined at the time of the programming. The second part,
called the address modifier, is used to reduce the number of memory address lines. The
address modifier is implemented in programmable logic blocks containing LUT’s. This
proposal is a cross-fertilized approach between recent progress in finite-state machine
synthesis and in micro-computer architectures. Similar ideas can be found in [2].

In this paper, we present an original solution to this problem. We demonstrate
that the problem is intimately related to the encoding problem of FSM which is
of fundamental importance in a sequential synthesis, especially the state-machine
synthesis [3, 14].

Basic information is given first. Secondly, an application of a serial decomposition
in the implementation of sequential machines is presented. Subsequently, experimental
results are discussed. These results are obtained with a prototype tool that implements
functional decomposition.

The experimental results demonstrate that decomposition is capable of constructing
solutions (utilizing embedded memory blocks) of better quality than the methods
implemented in commercial systems [21]

2. BASIC NOTIONS

Let A = (S,7,6,Y,4) be an FSM (completely or incompletely specified), where:
S —set of internal states, ¥ — set of input symbols, ¢ — state transition function, ¥ —~ set
of output symbols, A — output function, and values m > [log, V11, p > log, IS]1 denote
the number of input and state variables respectively.




12 G. BOROWIK ET.Q.

To describe logic dependencies in such an FSM special partition description [7]
and special partition algebra [12] are applied.

Let T be an isomorphic function between the domain Dj of the transition function
and the set 7 = 1,...,¢, where ¢ = |Ds|l. Set T represents the ROM cells needed to
store the next state pair 6(v, s) for each pair (v,s). Thus, the characteristic partition P,
of the FSM is defined in the following way:

Each block Bp, of the characteristic partition includes these elements from the set 7'
which correspond to these pairs (v, s) from the domain D; which the transition function
S(v,s) = s" maps onto the same next state s’

Example 1. For the FSM and function T shown in Table 1 the characteristic partition
is:

P.={1,8,12,14;2,7,10,16;6,9,13;3,5,11,15;4}. 0O

Table 1

FSM transition table and mapping T

14 vV
Sivi v vy oy Sl v vo v3 vy
;1_ Sy S§y 84 - sii 203 -
S21 - - 85 Sy s0- - 4 5
$3183 82 S ; 5316 7 8 9
S48 - S84 8 s 10 - 11 12
S5 83 S; S4 8o ss 113 14 15 16

A partition P on the set 7 is related to a partition 7 on the states set S if for any
inputs v,, v), the condition that s;, s; belong to one block of the partition implies that
the elements from T corresponding to pairs (v,, s;) and (vy, s ;) belong to one block of
the partition P.

A partition P on set T is related to a partition @ on the input symbols set ¥ if for
any state s4, 55 the condition that v;, v; belong to one block of the partition implies that
the elements from 7' corresponding to pairs (v;, s,) and (v i, 55) belong to one block of
the partition P.

In particular, a partition P on set 7 is related to the set {x, 6} if it is related to
both 7 and 6.

Example 2. For FSM from Table | partition
Py =1{1,2,3,4,5,6,7,8,9;10,11,12,13, 14, 15, 16}
is related to the partition 7 = {37, 53, 53; 54, 55}, while partition

Py =1{1,2,6,7,10,13,14;3,4,5,8,9; 11,12, 15, 16}
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is related to the set {n, 8}, and 6 = (¥, V3, V3, va}. o
Let P, and P, be partitions on the set 7, and P, > P,. Then a partition P,|P,,

whose elements are blocks of P, and whose blocks are those of P,, is the quotient

partition of P, over P,. ,

Example 3. For set T = {1,2,3,4,5,6} and partitions P, = {m;m}, P, =

{1-,7; 3—,—5; 4; 5}, the quotient partition is:

PPy ={(1,2)(5); (3,6)(4)}. O

For a partition P, > P, let P,|P, denote the quotient partition and let &(P,1Py)
be the number of elements in the largest block of partition P,|P;,. Let e(P,|Pp) be the
smallest integer equal to or larger than log,(e(P,|Pp)) (i.e., e(PalPy) = [log,(e(PaPr))]).
Then, the R-admissibility of the two-block partitions’ set {Py,..., P} on S in relation
to the partition P on S, is defined as R = k + e(clp), where o is the product of
{P1,..., P} and p is the product of o~ and P.

Example 4. For the FSM from the Table 1 and partitions P, from Example 2 and P,
from Example 1, the quotient partition P,|(P; - P,) is:

Pol(Py - Pe) = {(1)(2, )(6); (10)(13)(14);
G, HHE)O); (11, 15)(12)(16)}.

And hence, the R-admissibility of P, in relation to P, is R = 4. ]

3. IMPLEMENTATION OF FINITE STATE MACHINES IN FPGA’S

Any FSM, A = (S, V,6,7, 1), can be implemented as in Fig. 1 using an address
modifier.

If IT = {m),...,7,} is the set of two-block partitions on S and ® = {4,,...,8,}
is the set of two-block partitions on ¥, while Py is a partition on the set 7 which is
related to either 7; or 6;, then p = {Py,... , Prip} is the set of all partitions related to
partitions {ry,...,7mp,01,...,6,}. Partitions in IT correspond to the state variables and
partitions in @ correspond to the input variables.

Fact 1. To achieve unambiguous encoding of address variables and at the same time
maintain the consistency relation T with the transition function, two-block partitions
P ={(Py,...,P,} have to be found, such that:

Py-Py-... P, <P, )]

This is a necessary and sufficient condition for {P,...,P,} to determine the
address variables. This is because each memory cell is associated with a single block
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X/\Il"m /VI’II—)‘M
g

Tl ADDRESS

MODIFIER

QIW w<m-+p

ROM

- (N
o

Fig. 1. Implementation of FSM using an address modifier

of P,, i.e., with those elements from 7" which map the corresponding (v, s) pairs onto
the same next state.

The selection of partitions ¥ from the set p is made in such a way that they
produce the simplest addressing unit [7]. Such a selection is possible thanks to the
notion of R-admissibility.

3.1. STATES ENCODING

Assume that, the partitions {ry,...,7;} and {#y,...,8,_;} which were chosen for the
state and input symbol partial encoding, and partitions P; related to them, correspond
to those address lines which are driven by a single variable, either a state variable g
or an external variable x, i.e.,

ay=q1,..ar=q,a = 01,0, = 0y

The basic steps of a selection of such partitions P; to the set ¥ are presented in
Fig. 2. The encoding of state variables is possible thanks to the method of construction
and coloring weighted graphs [4].

Corollary 1. Inequality (1) can be written as:

P, -P,-...-P, P P, <P, )

[P Iy

where Py = P; - Py, -...- P is related to the partitions {my, 7y, ..., 7,01,0,..., 0,1}
The encoding of the part of the state variables remaining after the partial encoding
(input variables, in general) can be obtained from the following rules:

it

7(0), 3)
6(0), )

My ... 7T
O1-6;-...-0,4-6

Il
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-Encode one of the stale
variables

v

Select P; partition

¥

Calcuiate Py partition

Check the value of Py|P.
partition R-admissibility

Fig. 2. Schematic representation of the selection of partitions B

where 7 and @ represent partitions corresponding to these remaining state variables.
7(0) as well as 6(0) are partitions whose blocks are equal to their elements.

Since the design process may be considered as a decomposition of the memory
block into two blocks: a combinational address modifier and a smaller memory block,
we need to find function G which will determine the second part of the memory address
bits.

Inequality (2) can be transformed into:

Py-Pg <P, ®)
Corollary 2. A partition Pg has to be constructed, such that:
Pg > Py, (6)

where Pg = P;  -...- P, and Py is related to the partition set {r,0}.
Let us assume that input variables are encoded.

Theorem 1. Partition Py can be constructed in the following way:
Py = Pg - Py, (N

where Pg is the partition related to n(0) on the set of states S, and Py, is the partition
related fo 6.
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Proof. Let us assume that Py = Py_- Py, where Py, is related to 7, and Py, is related
to 0. Since Py and Py satisfy Py - Py < P, we have Py - Py - Py, < P.. As a result,
PU'PS'PV{;<PC. ]

Let (V,R,E,P) be a quadruple where: V' — set of elements, R — an equivalence
relation on the set V, I — set of pairs in relation P on the set V, P — two-element
relation. A triple M(V|R, E, P) is a multi-graph, where V|R — is an equivalence class
for an equivalence relation on the set V.

Since there exists an isomorphism VIR «> V’, we can construct a natural mapping
from graph M(VIR,E,P) to G(V',E’,P). Such a mapping : M — G allows for
calculation of a chromatic number x(G) = y(M).

Let us apply these notions to the construction of the Pg partition. The basic steps
of the algorithm are presented in Fig. 3.

I
( Start >——-> Construct multi-graph 8
Calculate chromatic
number
v
No T
u>w
Yes
A 4
Create non-disjoint Encode remaining state
» ; Stop
decomposition variables
I A
Fig. 3. Scheme of construction of the Py partition
Inequality (5) allows us to construct a quotient partition Py|P,. ar
Corollary 3. The triple (Py,E, Py), where: Py is a partition given by equation (7), W
Py is a relation which represents incompatibilities in quotient partition Py|P, on the
set T (relation of incompatibility in quotient partition Py|P. is a relation among all Ac
elements in each block of the partition separately) and E is the set of pairs in the 4

relation Py; is a multi-graph M, (Py, Ey, P)).

After mapping 1 M; — G, we calculate a chromatic number y(G;) which is
equal to y(M)).

The coloring of the graph G, determines the Py partition.

Example 5. Let us assume that input variables for the transition table 1 are encoded
(Tab. 2).
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lated Table 2
sult, FSM transition table
0
ence 00 01 11 10 (x1,x2)
ment Siwvi v vy w V
class
St 81 S S5q
)ping Sy i - - 85 854
s for S3| S35 S22 51 5
S4 | S2 -S4 8
steps

Ss5183 81 Sq4 &2

Based on [7], we obtain set U = {q, 2, x2}, where g1, ¢, are internal variables which
generate partitions, respectively:

= {51’52’S4; $3, SS}’

my = {81,583, 54; 52, 55).

Then
PylP. = {(1,12)(10); ()3, 11); (5); (4);
) (6,9); (7)(8); (13)(16); (14)(15)}.
As
Py, = P(x1)=1{1,2,6,7,10,13, 14;
3,4,5,8,9,11,12,15,16},
and L
Ps =1{1,2,3;4,5;6,7,8,9;10,11,12; 13, 14,15, 16},
1 (7), we obtain -
n the Py =1{1,2;3;4,5;6,7,8,9,10;,11,12; 13,14, 15, 16}.
'8 ZH According to Corollary 3 we construct a multi-graph M, and its image G, (Fig. 4). As
n the a result, we obtain y(M,) = 3, and hence u = 5. o
o The value of
ch is

p= UL+ [logy (x(M)))] &)

determines memory size required. In case of y > w, a new partition P}, has to be
constructed. Then, Py has to be multiplied by appropriately chosen two-block partitions
oded related to those which are generated by input variables from the set U. In that case,
we obtain a non-disjoint decomposition.




18 G. BOROWIK ET.Q.

By

- 15 »i6)B,

B(6s 7o (8 <),

Fig. 4. Multi-graph M, and graph G,

Example 6. Let w = 4. Selecting additional external variable to generate partition Py,,
we obtain:

Py, = P(x1,x3) = {1, 6,10, 13;2, 7, 14;
3,4,8,11,15:5,9,12, 16},

and then

Fig. 5. Multi-graph M,

As a result y(M;) =2 and u = 4. o
In the next step we calculate the remaining state variables.

Corollary 4. The triple (Ps, E,, P,), where: Pg is the partition related to n(0) on the
states set S, P, is a relation which represents incompatibilities in quotient partition
Py|Pg and E; is the set of pairs in the relation Py; is a multi-graph My(Ps, E;, Py).
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Similarly to the case discussed above, by coloring an image graph G, for the
multi-graph M,, we obtain a new partition on the set S.

Finally, we encode the new partition with the minimal binary code. [log,(x(3))]
determines the number of bits needed to encode the remaining state variables. So

v = Vgl + [log, (x(M2))] &)

determines the number of inputs to address modifier.

Example 7. As aresult of coloring the image graph G, for the multi-graph M, presented
in Fig. 5, we obtain partition

Pe=1{1,2,5,7,9,12,14,16,3,4,6,8,10,11,13, 15},

and then

Py,|Pg = {(1)(6, 10, 13); (2,7, 14); (3,4, 8, 11, 15);
(5,9,12, 16)).

According to Corollary 4, we construct a multi-graph M, and its image G, (Fig. 6).

(e4 e5)s,

®s,
Fig. 6. Multi-graph A and graph G,
By coloring the image graph G,, we obtain two possible partitions on the set S

L i o
n = {51,525 53, 54, S5},
2 e
o= {S1352)S37 S4’SS}'
One of those is chosen and encoded with natural binary code.

For example, partition 7' can be generated by internal variable ¢3. We encode partition
I
7T, so that: '

m' = (571,52 (0); 55,54, 55 (D)
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thus

Py, =1{1,2,3,4,5,6,7,8,9,10,11,12,13,14, 15, 16}.

Consequently

Py =Py, - Py, = {1;2:3,4:5,6,10,13;7, 14;
’ 811,15.9,12,16). O

Finally, we can construct the truth table of address modifier and the memory ROM
content.

Example 8. In presented examples, we obtain a non-disjoint decomposition. Then,
argument sets are:

U = {q1,q2, %2},
Vo= {x1,x2,q3}
Assuming that the encoding of internal variables g and g, for partition m - 7 is:
m -y = {51,584 (00); 57 (01); 53 (10); 55 (11},
and the encoding for Pg is:

Pe =1(1,2.5,7,9,12, 14,16 (0);
3,4,6,8,10, 11,13, 15 (1)},

we have the truth table of address modifier and the ROM content, the presented in
Table 3 and Table 4. O

3.2. CONSTRUCTION OF PARTITION Pg

The graph G, can be colored in many different ways. As a consequence, many
partitions P could be obtained. Although the number of blocks in all partitions Pg
is the same, the number of address modifier inputs (equation 9) could be different.
The construction of a partition on the set S is similar to that of the quotient partition
Py,|Ps. It leads to a difference in the number of remaining (after partial encoding)
internal variables for different partitions Pg.

Example 9. Let us assume that as a result of coloring the image graph G for multi-graph
from Fig. 5, we obtain partition,

P =1{1,3,5,8,9,11,12,15,16;2,4,6,7,10, 13, 14};

then

Py, |Pg = ((1)(6, 10, 13); (2,7, 14; (3, 8, 11, 15)(4);
(5,9,12, 16)}.

Vi

the
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Table 3
Truth table of address modifier
Py X1 X2 318
T [0 0 0/0
2 01 0,0
34 |11 0|1
OM 5 |10 0/0
6,10,13/0 0 1|1
hen, 714 |0 1 1]0
8115/ 1 1 11
9,12,16/1 0 1|0
- Table 4
Content of ROM
Py-Pslqy X2 g2 191 G2, ¢
L12 [0 0 0 0/0 0 0
2 {01 0 0[O0 1 0
‘ 3311 /01 0 110 0 1
ed l; 7 Jo1 11111
5 100 1 0/0 0 1
6 |1 0 0 1|1 0 1
7 |t 1 000 1 0
E‘a]gz ? 110 1/0 0 0
srent. 9 |10 0 0[1 0 1
tition 0 (00 0 1]0 1 0
ding) [t o1 1|1 01
4 |1 1 1 0{0 0 0
graph |11 1 1[0 0 1
6 |1 0 1 0[0 1 0
By constructing the multi-graph M, and coloring its image graph G (Fig. 7), we obtain
the partition on the set S,
= {81, 525 53, 82, S5}
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Sy
S5
Sy

s
1 S,

Fig. 7. Multi-graph M, and graph G,

As a result, we need two additional internal variables for encoding this partition.
Consequently, it is a worse solution than that used in Example 7. o

A special construction of Pg partition is proposed.

Note that the number of partition blocks on the states set S is closely related to
the incompatibility relation in the quotient partition Py,|P¢. In consequence of joining
Py blocks to the Py partition blocks, it has to be done in such a way to obtain as least
incompatibilities in Py,|P¢ as it possibly can.

It is easily seen that Py, < Py. Let us calculate the quotient partition Py,|Py and
remove those elements which are incompatible in the quotient partition Py|P.. One
can show that the remaining part of Py, could be joined to a new partition (according
to Pyl|P.), that the number of blocks is less or equal to y(M)). That new partition is
so-called core of Pg. One can observe that graph G, has to be colored in accordance
with the core of Pg. As a result, we obtain partition Pg whose number of blocks is
equal to y(M).

Example 10. Based on Example 6
Py, 1Py = {(1)(6)(10)(13); (2)(7)(14);
G)XHEATH(A5); (5)(9)(12)(16)}.

According to

PylP, = {(1,12)(10); )3, 11); (4); ();
(6,9); (7)(8); (13)(16); (14)(15)},

elements (1) and (10) are incompatible, and new Py, is:

Py =12,7,14;3,4,8,11,15;5,9,12,16; 6, 10, 13}.

Vo

Th

S«

is

stai
(v6
is 1

is e
be ;
tha
cell
onl;
wer
usir
moc
EM
pres
qua
in I
mix
pres
(Tal

be i
devi




ETQ.

ition.
a

ed to
ining
least

y and
- One
rding
ion is
dance
ks is

V()L 54 - 2008 IMPROVED STATE ENCODING FOR FSM ... 23

Thus, we obtain two solutions:

core1 P={2,6,7,10,13,14;3,4,5,8,9,11,12,15, 16},
core;P=12,5,7,9,12,14,16;3,4,6,8,10,11,13, 15}.

As a result

P, =1{1,3,4,5,8,9,11,12,15,16;2,6,7,10,13, 14},
Pg, =1{1,2,5,7,9,12,14,16;3,4,6,8,10, 11, 13, 15}.

Solution Pg, was used in Example 7. Note that

Py,|Pg, = ((1)(6, 10, 13); (2, 7, 18, (3, 4,8, 11, 13%; (5,9, 12, 16)}

is a similar solution. [l

4. EXPERIMENTAL RESULTS

The proposed method was applied to implement several FSM’s (Table 5) from the
standard benchmark set [34] in Flex10K and Stratix devices using Altera Quartus 2
(v6.0, SP1). In Table 6 and 7, a comparison of different FSM implementation techniques
is presented.

In column labeled 'ROM’ (Tab. 5), the number of bits required to implement
a given FSM in ROM is presented (without address modifier). The Flex10K10 device
is equipped with 3 EMB’s only, of 2048 bits each. All of the examined FSM’s cannot
be implemented, because their implementation requires much more memory resources
than available in this device. The 'LUT’ column (Tab. 6, 7) shows the number of logic
cells required to implement a given FSM in the "traditional” way using logic cells
only. In this case two different state encoding methods available in Altera Quartus 2
were applied. In column ’AM + ROM’, the results of implementation of a given FSM
using the concept of address modifier are presented. In this approach, the address
modifier can be implemented using logic cells, and ROM can be implemented with
EMB blocks (Fig. 1). The number of logic cells and the number of memory bits are
presented in this column. It can be easily observed that decomposition improves the
quality of implementation in ROM resources, as well as the quality of implementation
in logic cells only. An improvement of this method by using decomposition into the
mixed structure built of LC’s and EMB’s with application of state encoding method
presented in this article is shown in the last column ’AM + ROM (new method)’
(Tab. 6, 7). The number of state encoding bits is presented in brackets.

For some examples more than one solution is possible, e.g., benchmark cse can
be implemented in memory of size 32,768 bits (not available in small programmable
devices) or with the use of 90 logic cells (Stratix), 92 logic cells (Flex10K). However,
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Table 5
Benchmark Data and FSM ROM Implementation

Benchmark Data
Benchmark | Inputs Outputs States | ROM [bit]
bbsse 7 7 16 | 32768Y
7 7 16 32768"
exl 9 19 20 | 524288V
ex4 6 9 14 16384"
5
8
8

Ccse

mark 1 16 15 | 16384"
pma 8 24 1 131072V
sl 6 20 | 131072V
s208 11 2 18 | 524288"
5386 7 7 13 | 32768
sse 7 7 16 | 163849
styr 9 10 30 | 262144Y
tbk 6 3 32 | 163849
tma 7 6 20 | 65536"

D not enough memory bits to implement

the project using Flex10K10 device

application of the new method allows for an implementation with 21 logic cells and
1 EMB or with 9 logic cells and 2 EMB’s when using a Flex10K device or 77 logic
cells and 1 M512 or 8 logic cells and 1 M4K when using a Stratix device.

It can be noted that the new approach allows for much more efficient utilization
of available resources. It is also possible to trade off the number of logic cells used
with the number of embedded memory blocks.

5. CONCLUSIONS

The functional decomposition method with internal states encoding presented in
this paper is a novel approach to FSM synthesis. With the concept of the address
modifier, memory usage can be significantly reduced. In contrast to the traditional
methods, it does not break the FSM design process into internal states encoding and
mapping the encoded state transition table into a target architecture.

The presented results prove the efficiency of the new approach. The application of
new FSM synthesis concept allows for obtaining decompositions of better quality than
in any other methods. In comparison with other encoding methods [19], it significantly
reduces the complexity of implementation of finite-state machines with FPGA’s,
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Implementation Results Comparing for FSM in the Standard FPGA Flex10K Structure

(EPF10K10L.C84-3)

Qu_artus 2 AM + ROM| AM + ROM
(new method)
Encoding  LUT | [LC + bit] | [LC + EMB?]
Benchmark (bit) [LC] (Encoding bits)
Auto (16) 37
bbsse | Minimal (4) 57 3 + 5632 9+2(7)
Auto (16) 129 21 +1(8),
cse Minimal (4) 92 2 + 5632 9+2(7)
Auto (20) 199
exl Minimal (5) 181 | 145 + 3072 | 98 + 3 (6)
Auto (14) 29
ex4 Minimal (4) 32 2 + 3328 S+1(7
Auto (15) 38 14 + 1 (5),
markl | Minimal (4) 40 2 + 5120 9+2(6)
Auto (24) 157
pma Minimal (5) 284 | 17 + 3328 29+ 1(8)
Auto (20) 174 107 + 1 (D),
s1 Minimal (5) 162 | 96 + 5632 69 +2(7)
Auto (18) 201
s208 Minimal (5) 59 12 + 3584 5+2(8)
Auto (13) 54 35+ 1(8),
8386 Minimal (4) 55 9 + 5632 12 +2 (8)
Auto (16) 37
sse Minimal (4) 57 3+ 5632 9+2(7
Auto (30) 212 174 + 1 (5),
styr Minimal (5) 210 | 151 +7680 | 137 +2 (9)
Auto (32) 895V 264 + 1 (5),
tbk | Minimal (5) 10777 | 333 + 4096 | 25 + 2 (5)
Auto (20) 75
tma Minimal (5) 129 4 + 2816 8+1(7

Y implementation not possible — not enough CLB resources

B device has 3 EMB blocks with 2048 bits each

Table 6
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Table 7

Implementation Results Comparing for FSM in the Standard FPGA Stratix Structure (EP1S10F484C5)

Quartus 2 AM + ROM AM + ROM
(new method)
Encoding LUT| [LC + bit] [LC + EMB"]
Benchmark (bit) [LC] (Encoding bits)
Auto (16) 37
bbsse Minimal (4) 57 3 + 5632 9+ 1M4K (7)
Auto (16) 112 77 + 1 M512 (4),
cse Minimal (4) 90 | 2 + 5632 8+ 1 M4K (7)
Auto (20) 181
ex] Minimal (5) 139 | 145 + 3072 | 96 + 7 M512 (6)
Auto (14) 24
ex4 Minimal (4) 33 | 2+ 3328 4+ 1MS512 (7)
Auto (15) 32 14 + 2 M512 (5),
markl |Minimal (4) 38 | 2+ 5120 8 + 1 M4K (6)
Auto (24) 145
pma Minimal (5) 254 | 17 + 3328 | 18 + 1 M4K (9)
Auto (20) 168 129 + 1 M512 (5),
sl Minimal (5) 152 | 96+ 5632 | 71 + 1 M4K (7)
Auto (18) 154
$208 Minimal (§) 50 | 12 + 3584 4 + 1 M4K (8)
Auto (13) 44
$386 Minimal (4) 50 | 9 + 5632 12 + 1 M4K (8)
Auto (16) 37
sse Minimal (4) 57 3+ 5632 9+ 1 M4K (7)
Auto (30) 189 169 + 2 M512 (5),
styr Minimal (5) 216 | 151 + 7680 | 137 + 1 M4K (9)
Auto (32) 902 261 + 1 M512 (5),
tbk Minimal (5) 959 | 333 + 4096 | 21 + 1 M4K (5)
Auto (20) 85
tma Minimal (5) 132 | 4 +2816 | 10 +2M512 (7)
b device has 920448 bits of memory in 512 bit blocks (M512)
as well as in 4096 bit blocks (M4K)
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The presented method can also be applied when designing sequential circuits with
enhanced testability using FPGA’s with embedded memory blocks [17].
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. 1. INTRODUCTION
d FPGA
thesis of In current deep-submicron technologies (DSM), dynamic failures are becoming common
(11,12, 13]. They are particularly associated with the interconnections between the IP in System-
wo-level on-a-chip or with the external interconnections between the integrated circuits on a PCB. During
y the debug phase of a chip or a PCB, the knowledge of the erroneous signal can simplify the
emory : . . e . " . . .
le Gate design modification. Even if it were possible to use an additional probe, its capacity could disturb
the gigahertz digital signal.
ectronic During the chip debug phase, it would be important to know the signals at certain chip
points in order to find out the reason of the failure. Such points may include the scan-chain flip-
flops or certain interconnections. The problem of localization of the error-capturing scan-chain
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flip-flops has been thoroughly studied in [3, 4] to mention a few. The key assumption is a small
number of errors (scan-chain flip-flops that capture errors). This assumption is valid in case of
scan-chains. In contrast, with the interconnections (between the IP cores, or on the PCB) the
situation looks quite different. A small number of dynamic faults can generate a large number of
errors across the interconnections.

Let us assume that a certain interconnection is stimulated with a sequence of length 250
that contains 25 rising edges and 25 falling edges. When the delay fault affects both edges,
at least 50 errors will be observed in this interconnection. Moreover, some additional number
of errors may be induced by the crosstalk. A large number of the response errors also occurs
in case of a combination of static faults with dynamic ones (for example, a short and delay
combination). Therefore, we investigated a method to determine an interconnection signal that
could be insensible to the number of errors.

The serious drawback of the Reed-Solomon code technique [4] is the need to collect a
huge number of signatures to detect a huge number of errors. This results from the requirements
related to the linear codes used to correct a huge number of errors. Thus, this method is suitable
for scan-chains only and not to diagnose the errors in the interconnections at all. In order to
implement this method to diagnose the faults in interconnections in the above example, as high
as 2t=2*50=100 (!) signatures would be required to collect and to repeat the test the same times.
The probabilistic technique presented in [3] produces even worse results.

2. MOTIVATION

In [6], the authors propose a new technique of static fault identification based on a
normalised signature derived from a traditional signature derived from the compaction of the test
response of each interconnection. The normalised signatures of static faults (stuck-ats and shorts)
have specific characteristics that allow for quick static fault identification. The most important
" feature of this approach is that the interconnect testing can be performed at-speed. However, the
identification of dynamic faults is limited to the only conclusion that they are not static faults. No
approach is indicated how to examine them. The extension of this approach characterised by the
elimination of aliasing / crossaliasing (confounding) phenomenon and by a direct determination
of the fault types based on the form of the signature was presented in [7].

Versatility is a key feature of the method presented in [6], since it allows to use any Test
Pattern Generator (TPG) and it can be easily scaled to address the testing of any number of
interconnections. Tests are performed at-speed, however the test results (the set of signatures)
can be sent to the external tester at much lower clock frequency.

The paper will present a new method to determine the erroneous signal, the signature of
which indicates a dynamic fault. The only additional cost is associated with a slight extension
of a hardware mentioned in [6]. This approach is based on the Chinese remainder theorem.
It does not limit the number of errors in any way and is independent on the structure of the
interconnections. It is the best solution to handle a very large number of errors, but in case of
a small number of errors in the interconnections it is worse than that described in [4], although
the difference is rather small. Such situations happen hardly ever. As it was mentioned in the
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introduction, the number of errors in an interconnection resulting from a single fault is usually
large. The Chinese remainder theorem (CRT) has many applications (for example [5]). However
in the area of the test technology, the CRT was only used to design a modular compactor of better
diagnostic properties [9]. The paper [1] proposes an on-line detector, which detects on-line signal
violations in interconnects. However it does not provide any additional information allowing to
identify faults.

The organisation of the paper is as follows. Section 3 presents the concept related to the
reconstruction of an erroneous signal based on the Chinese remainder theorem. Section 4 describes
a hardware implementation of the proposed solution, whilst the scenario of the dynamic fault
identification is illustrated in Section 5. The conclusions are summarized in Section 6.

3. THE CONCEPT

A polynomial representation of the sequences and binary vectors will be used in the next
part of the paper. In the polynomial, the highest power of the variable x corresponds to the most
significant bit of sequence or vector (the leftmost bit). For example, to the binary sequence 101101
corresponds the polynomial notation a(x) = x* + x* + x> + 1. We will also indicate the sequences
and binary vectors and their corresponding polynomials using the hexadecimal notation. For
example, to the vector 111101 and representing it polynomial notation b(x) = x° + x* + x> + x% + 1
corresponds the hexadecimal notation b(x) = 3D. We moreover assume that the binary sequences
are applied at the interconnects starting from the LSB.

Let us assume, that a t-bit long sequence w(x), the value of which we want to determine,

is applied at the input O of n-bit register MISR illustrated in Figure 1. Hence, the following
questions arise.
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Fig. I. A comparison between the technique [4] used to diagnose the errors in an interconnection
and that presented in this paper
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Problem 1
¢ Is it possible to determine unambiguously the sequence w(x) knowing the set of its remainders
under various modules p (x) (i.e. at various feedbacks of the MISR) and how to do it?
* How many reminders are required to be known in order to determine the value of w(x)
unambiguously? A
The Chinese remainder theorem [5] provides the affirmative answer and indicates how
the sequence w(x) can be determined. Let all symbols in the theorem and in its proof be the
polynomials.

Theorem 1 (The Chinese remainder theorem)
There is given k-clement set of the reminders r(x) calculated according to various modules p (x):

{w(x) = r(x) mod p(x)} (i=1..k) (1

We assume, that every two polynomials p (x) and p(x) (i, j=1..k, i#)) are relatively prime (that is
they do not have common factors in their prime factorization). There exists a common solution
w(x) of these congruencies and every two solutions are congruent modulo P(x), where:

k
Px)=]]p;x )
The proof. o
The complete proof is provided in [5]. Below, there is described only the manner of
determination of the polynomial w(x).
In order to determine the polynomial w(x), we first have to calculate the quantities:

k
B(x)= []p, (3)

J=lizj
For i =1..k , the polynomials p(x) and P (x) are relatively prime (they have no common
divisor other than unity):

GCD(p,(x), B (x) =1 @)

Thus, there exist such values P(x)and Q(x) that satisfy the equation:

P()0,(9)=1mod p,(x) ®)

If so, always the value Q(x) can be determined (e.g. using the Euclid’s algorithm [107),
(i = 1...k) such, that

Qi(x)= (P(x))" mod p,(x) (0)
Finally, the searched sequence w(x) is given as:

k
w(x)= 3" r(x)P(x)Q,(x) mod P(x) @)
Corollary 1 "
Notice that the values P (x), Q(x) and P(x) do not depend on the sequence w(x) thereby so it
will be sufficient to determine them only once. The sequence w(x) is the sum modulo P(x) of the
reminders r(x) (the signatures) and its determination involves no complex calculations.
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Corollary 2
If deg(w(x))<deg(P(x)), this set of solutions is a single-element one. In other words, there
exists only one value w(x) satisfying the system of equations (1).

Corollary 3

In order to determine unambiguously the value of a 1-long sequence w(x) it is necessary
to determine £ = [#/n] remainders r{x) at k various modules p{x), where i = 12,..., k. The
polynomials p (x) have to satisfy the necessary conditions of Theorem 1.

This indeed supports our original intuition, that the knowledge of k of n-bit signatures permits
to reproduce unambiguously the compacted sequence w(x) if is not longer than ¢ = nk bits,

Corollary 4

The reliability of the method can be improved by reading the additional k£ + 1 signature. If
the sequences determined on the basis of all k-clement subsets of a k + 1 element set of si gnatures
are identical, this means that the process of determination of the sequence w(x) is error-free.

The following examples illustrate some practical aspects of the use of this Chinese remainder
theorem based approach.

Example 1

In order to reproduce unambiguously 1000 bit sequence it is necessary to collect [1000/32]
= 32 32-bit signatures.

Example 2

The searched binary sequence was applied four times at the input No. 0 of a linear register
having its feedback described successively by the following primitive polynomials:

1) = X"+ 42241 = 1002D

P2(X) = X+ +x* 3+ 1 = 10039

P3(x) = x4+ x+1 = 1003F

PAx) = x"4x84x+x+1 = 10053

The following set of signatures was obtained: {5(0)}={A3AC44A7,953F3B41}. Based
on this set of signatures, there was determined a sequence having its hexadecimal value of
EF0123456789ABCD, which corresponds to a binary sequence:

1110111100000001001000110100010101100111100010011010101111001101

Example 3

The sequence S illustrated in Table [ below was applied by the TPG to the faulty interconnect.
Based on the sequence R obtained at the output, the right number of signatures was determined. The
value of the sequence R was determined with the use of the algorithm proposed in Theorem 1.

It can be seen from the comparison between these two sequences S and R that the delay of
the rising edge is t=1, the delay of the falling edge is ¢ /=2, whilst the short impulse 0 could be
aresult of a crosstalk Further interpretation of the 1esults will depend on the structure and other
specific properties of the network under test (NUT).
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Table 1

Test sequence S and response sequence R

S: 000000001111111100000000111111110000000011111111
R: 00000000011111111106000000111 1111110000000111!:}111

In the section above there was presented the method to determine the sequence w(x) applied
at the input number j=0 of an n bit MISR. Now, the next question is.

Problem 2
If and how the values of the sequence w(x) applied at one of the remaining inputs number

j=1 ... n-1 of the MISR illustrated in Fig. I can be determined using Theorem 1.
The solution of this problem represents the Property 1.

Property 1
Let us denote by r, (x) the reminder, when the signal w(x) is applied at the input j-th of the

MISR illustrated in Fig.2. The following is true: ri,i(x):xfrl,‘o(x) mod p(x) (see [6]). Obviously,

rt.’o(x)zri(x).

Fig. 2. A generic n bit MISR with a programmable feedback. The MISR performs compaction of the test responses
of an interconnection network

Let us denote by r, (x) the reminder, when the signal w(x) is applied at the input j-th.

Obviously ri‘o(x):r[(x).
This draws ahead riJ(x):x’r[yo(x) mod p (x) (see [6]) and rE’O(x):x'f'ri.J(x) mod p (x)

Example 4
Using a MISR with its polynomials {p(x)}={1002D,10039,1003F,10053} and applying

the signal w(x) at the input j = 1, the set of signatures {rjel(x)}z{S1D6,A24F,CA80,9D89}
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was obtained. The problem is to determine the signatures (the reminders) that
would have been obtained if the same signal w(x) had been applied at the input j=0.
Using Property 1, we receive {r(x)}={A3AC44A7 953F,3B41}

The possible practical applications of the proposed here method of the determination of the
sequence on the basis of the corresponding set of the reminders (signatures) are provided in the
next chapter.

4. THE HARDWARE

As it was already mentioned in section 2, the authors decided to implement the proposed
method and use the enhanced hardware [6] to detect, localize and identify static faults in the
interconnections. Fig. 3. 1s a block diagram of the hardware, whilst Fig. 4. is a schematic diagram
of a single COMP module. The main unit of the COMP is a 32-bit MISR that is connected at
its inputs with the lines of the NUT via the AND gates controlled by the CEN (Compaction
ENable) signal. Also, the outputs of a 32-bit CSR (Control Shift Register ) are connected to the

TSI A test pattern generator — TS0
TCK

L

b

i f

! H
csl-dcomp L CSO
Sl -i—-COM]/\l: A~ SO

. ]

! i

; |

l' ma |

: CCLK |

: CLEER{T . :

| CEN Chip or IP

SIG

Fig. 3. Block diagram of the testing hardware [6]

inputs of these AND gates. The MISR is composed of T flip-flops that can function as either D
flip-flops (D/T = 0) or T flip-flops (D/T = 1), depending on the value of the signal D/T. The same
register has also the serial input SI gated by the signal SIG and the output SO. The feedback
can be disabled by setting the signal FEN to 0. Table 2 provides the basic modes of operation
of the module COMP and the corresponding values of the control signals. The ,,Scan mode”
serves to set the initial state of the MISR and to output the signature. The ,,Parallel compaction”
mode runs a parallel compaction of the test responses of all connections, whilst the resulting
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Interconnection network

IEEMISR
Fig. 4. The structure of a single COMP module [6]
Table 2
Modes of operation of the COMP module
Mode Function FEN | D/T { CEN | SIG CSR
Scan mode Initialisation / 0 0 0 1T XX. XXX XX
signature reading
Parallel compaction in a chain | MISR 1 1 1 1 ji 1111t
of COMPs
Serial compaction in a single | SISR 1 1 1 0 100...010..00
COMP

signature makes possible to detect the faults in the interconnections. In this mode, the signal
D/T = 1 and all MISR flip-flops work as T flip-flops. The authors decided to use in this mode
a MISR composed of T flip-flops, because they exhibit better antialiasing properties than the
classic D flip-flop - based MISR in case of the testing sequences commonly used in testing
of the interconnections {8]. The ,,Serial compaction” mode is used during the localization and
identification of faults in the interconnections. The MISR is used to compact the set of responses
associated with a single interconnection only, indicated by a mask written into the CSR. Based
on the received signature, the interconnection is considered either faulty or fault-free. If the
interconnection is faulty, the external tester determines the type of fault based upon the signature
value and the fault simulation results.

Fig. 5 illustrates the module PCOMP that is an enhanced version of the module COMP. The
added components are marked in grey colour. These are a 31 -bit PREG shift register, thirty one
XOR gates and thirty one 2-input AND gates. In the ,,Scan mode”, a PMISR feedback programming
vector (PMISR is a MISR with Programmable feedback) is fed serially to the PREG. Fig. 6 a, b
and c illustrate three block diagrams of a compactor that employs PCOMP modules.

As it can be seen in Fig. 6a, only the module No. m is a PCOMP-type one, whilst the
other modules 1 to m-1 are of a COMP-type. This circuit serves to analyse the set of the test
responses coming only from one chosen connection. The MISRs in the COMP modules should be
configured in the manner to create a single MIShR (Multi Input Shift Register) having the length
of (m-1)n = 32(m-1) bits. To do this, it is necessary, for example, to add the input MEN (MIShR
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interconnection network

CsO

P8O

Fig. 5. The structure of a single PCOMP module

ENable)which controls the input SIG of the COMP1 and to gate-the input of the MIShR. If the
modules COMP are required to work as a single long MIShR, then MEN = 0. The PCOMP works
as a 32-bit PMISR having its serial input SI connected with the serial output SO of the MIShR
itself. The values of masks introduced to the CSRs in all COMPs and in the PCOMP must assure
that the sequence related to the chosen interconnection is applied, via an AND, at one of the
parallel inputs of the corresponding COMP/PCOMP. In case, when the chosen interconnection
is brought to the j-th input in the i-th COMP, the MIShR will function as an intermediate w-bit
shift register — where w=[(m-1)-i]n+(n-j)=(m-in-j and i=1..m-1, j=0,..n-1, n=32 to bring the set
of responses to the input SI of the PMISR in the PCOMP. In order to assure correct operation of
the MIShR it is necessary to initially reset the MISRs in all COMPs. The PMISR in the PCOMP
can also serve to compact the sequences coming from the interconnections brought directly to
its n = 32 parallel inputs.

In order to reproduce the set of responses, the interconnect network requires that a #~clock
pulse long testing sequence is applied k times, and that & signatures, where k = [¢/n] and n = 32,
are determined in the PCOMP. It is possible to reduce the number of the necessary signatures,
thereby reducing the testing time. Let us assume that the given set of test responses is applied at
the j-th input of the i-th COMP. Then, it is sufficient to compact only first t-w bits of the set of
responses in the MISR of the PCOMP (the formula for the value of w is given hereinabove). The
remaining w bits of the sequence is to be merely introduced into the MIShR, from which they
could be directly output once into an external tester (ATE) in ,,Scan mode”, together with the first
signature. It is sufficient to determine the k’ = [(t-w)/n] signatures, which requires only that the
testing sequence is applied &’ times to the interconnections. Notice, that &’ <k. In total, b’=w+k'n
bits have to be sent to the external ATE (w-bit portion of the test response and &’ n-bit signatures),
where 1+n>b’= 1. In the optimal case, when the only faulty interconnection is that brought to
the input j = 0 of the COMP1, then k’ = [[-(m-D)n)/n] = [¢/n-(m-1)] and b’=(m-Dn+[t/n-m-1n=
[(m-1)+[t/n-(m-1)] 1n = [¢/nn. The above mentioned reduction of testing time is not possible only
in the case of having n = 32 interconnections brought directly to the parallel inputs of the PMISR
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speed & overhead)

in the PCOMP. Here, the interconnect network requires that a £-bit sequence is applied k times,
and that b= kn bits (i.e. k n-bit signatures), where r+n>bz t are output to the external ATE.

In the solution depicted in Fig. 6b, all modules are PCOMP-type. This allows to compact
simultaneously the sequences of test responses coming from maximum m interconnections,
provided that each interconnection is brought to one of the parallel inputs of another PCOMP.
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In the worst case, when n = 32 of faulty interconnections are brought to all parallel inputs of the
first PCOMP (PCOMP,), the interconnect network requires that the testing sequence is applied
nk times, where k =n [t/n]. Then, kmn bits must be sent to the external ATE. In the optimal
casc, when the only faulty interconnection is that brought to the input of the PCOMP . Here, the
interconnect network requires that a t-bit sequence is applied k times, and that b= kn bits (i.c. k
n-bit signatures), where r+n>b= 1 are output to the external ATE.

The circuit illustrated in Fig. 6¢ employs two modules: PCOMP_ and PCOMP . A set
of COMP_ modules, where e = 1,2,...,(c-1), along with the PCOMP, provides the solution
analogous to that illustrated in Fig . 6a. A similar situation is when considering the group
of the COMPf modules, where f=(c + 1), (¢ + 2),...,(m-1), along with the PCOMP . Notice
only, that now the signals SIG of the COMP1 and COMP(c + 1) are connected to the global
signal MEN. If we assume c=[m/2], then we can in the best case obtain approx. twofold
reduction of the testing time of that compactor structure compared to the circuit presented
in Fig. 6a.

Depending on the requirements relating to the admissible hardware overhead and the duration
of the testing time, the proposed solution allows to reach a compromise between the above
mentioned two factors. It is possible to use a single PCOMP only to ensure a small overhead at
the cost of long testing time. This latter might be reduced by increasing the number of PCOMPs
what, however, will imply a larger hardware overhead. When using solely PCOMPs, the testing
time minimizes whilst the hardware overhead increases.

In the next section there is provided a detailed description of the testing scenario for the
circuit illustrated in Fig 6a.

5. THE TESTING SCENARIO

This section deals with the testing scenario to be used for the circuit shown in Fig. 6a. The
description for the circuits illustrated in Fig 6b and 6¢ are similar. The fragments relating to
the verification of the functioning of the hardware designed for interconnection testing, fault
detection and localization of faulty interconnections and the identification of the type of static
faults were described in details in [6]. Focus is instead given to the fragment relating to the
reproduction of the set of test responses of a faulty interconnection, what is necessary to identify
dynamic faults.

* Verification of correct operation of the hardware used to test the interconnections [6]. If the
hardware is faulty, FINISH
* Detection of faults in the interconnections [6]. If the final signature is correct - that is no fault
was detected - FINISH
* Localization of faulty connections and identification of the type of static faults [6]. If only
static faults appear, FINISH
In case of each interconnection manifesting the dynamic fault for which the value of the set of
test responses should be determined:
— load the set of masks into the CSR in the COMP and PCOMP
—load a primitive polynomial p (x) into the PREG in the PCOMP
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- reset all COMPs and the PCOMP by setting SIGEMEN=CEN=D/T=FEN=PFEN=0 and
applying 32 CLK cycles

— set SIG=PFEN=CEN=1, FEN=MEN=D/T=0

— start the test lasting ¢ cycles,

— set SIG=1, MEN=FEN=PFEN=CEN=0. Output serially the reminder (signature) 7 {x)
from the PCOMP or alternatively the fragment of the set of responses from the COMP (see
Section 4),

- reset all COMPs and the PCOMP by setting MEN=SIG=CEN=D/T=FEN=PFEN=0 and
applying 32 CLK cycles

—fori=2to k&’

¢ load the next primitive polynomial p(x)p into the PREG

¢ set SIG=PFEN=CEN=1, MEN=FEN=D/T=0

¢ start the test lasting # cycles,

¢ set SIG=MEN=PFEN=FEN=CEN=D/T=0 and output serially the reminder (signature)
r (x) from the PCOMP.

— based on the obtained set of the &’ signatures, determine the sequence of test responses of
the interconnection under test.

THE END

6. CONCLUSIONS

In the paper, we proposed a new tool to investigate the causes of dynamic faults of
interconnections (crosstalks, delays and other) during the silicon debug phase or on a PCB. This
is an extension of the method proposed in [6] in which the identification was limited to the static
faults only. By reproducing the faulty signal on the basis of the set of signatures it is possible
to identify the dynamic faults. The method can be applied to any number of interconnections
between the chips or IP and allows using any test generator. A compromise is possible between
the hardware overhead and the testing time.

Compared to the approach proposed in {4], this new tool has the following advantages:

* it employs a simple equation instead of the necessity of solving complex equations over
GE(2m)

¢ it employs a classic IE-MISR instead of a PMISR functioning in GF(2")

* it does not have any limitations on the number of faults.

In addition, exact location and identification might be necessary to the reconfiguration.

Because of small delays introduced by linear registers, this method can assure a high
diagnostic resolution. Testing is carried out at-speed, whilst the set of signatures can be send to
the external tester at much lower clock frequency. The drawback is associated with the necessity
of the repetition of the test, but this procedure is to be executed only once, during the chip
prototyping phase.

Further advantage of the proposed approach is that we analyse the whole sequence of the
chosen interconnection and determine its signature. Thus, no need exists to introduce fault-
sensitive signal to control memorizing of interconnect response in the shift register flip-flops.
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Let us imagine a delay at the falling edge of that control signal. There will appear “phantom”
errors in the reconstructed interconnect sequence. Similar effect can be produced by glitch faults
in the control signal line. It is therefore recommended to avoid introducing such additional
control signal.

The hardware overhead of this approach is similar as that in [2] {approx. 2FF / the input
connection). It guaranties full identification of both static and dynamic faults. It can be increased
to 3FF for chosen connections, thereby obtaining shorter testing times. The hardware components
(COMP and PCOMP) can be easily integrated with the P1500 wrapper’s serial structure.
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The paper describes a method of designing ring registers that have short feedback connections and
contain cells functioning as D or T flip-flops. The proposed approach enables obtaining a ring register
operating with a maximum frequency for a wide range of polynomials for which existing methods are

unable to provide optimal results. The paper also contains a number of examples illustrating different
techniques of designing ring registers.

Keywords: linear ring register, linear feedback shift register, operating frequency

e

1. INTRODUCTION

Linear registers are commonly used as random test pattern generators (TPG) as well as main
components of deterministic and mixed-mode TPGs [8, 1, 7]. One of the desired features of each TPG
is high operating frequency, what is particularly important if a TPG is to be used as a component of an
at-speed testing BIST. The following factors influence an operating frequency of a linear register:

0 The length of nets connecting cells of a linear register what has impact on propagation time
PT of the nets,

0 The number XL of layers of XOR gates in feedback paths of the register (the feedback logic
depth),

O The fan-out FO at the outputs of cells of the register.

In order to obtain a linear register working with maximum frequency the connections
between cells of the register should be kept as short as possible. Moreover, the structure of the
register needs to provide the minimum number of layers of XOR gates in its feedback paths as
well as the minimum fan-out at the outputs of its cells,i.e. XI. = 1 and FO = 2. ’
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1 4 5 10 M 12
b)
p12
Ps
OSSR O oH T
1 2 3 4 5 6 7 8 9 10 11 12

c)

d)

Fig. 1. Various structures of linear registers implementing polynomial p,(x)=1+x* '+ x™ x% x™+ x*+ x'+ x'%
(a) classic LFSR structure, (b) LFSR containing D- and T-type flip-flops, (¢) ring register before rotation

a)

Pas

[ Do o} D
21 22 23 24

Fig. 2. Various structures of linear registers implementing polynomial p,(x)=l+x>+x54x04x24x!54x%  [6]:

(a) classic LFSR structure, (b) LFSR with shifted feedback loop connections, (c) ring register structure
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Recently the authors of {3, 4] and 5, 6] have described a specific kind of linear registers
called ring registers. A ring register is produced by segmenting a long chain of flip-flops of
a classical LFSR into two short series arranged one under another (see Fig. 1d and Fig. 2¢).
In [3, 4], the authors explain how to optimize designing process for such a ring structure by
transforming all long connection loops into short links, thereby minimizing the fan-out FO and
the propagation time PT. Their approach differs from the technique proposed in [5, 6]. The
authors of {3, 4] used a transformation of the characteristic polynomial p(x) into its identical
ring-like structure and methods that served to rotate rings, whilst the papers [5, 6] exploited an
approach of left or right shifting of each long connection loop across a series of flip-flops.

Thus, due to the use of two different methods, each approach is dedicated to handle a
separate group of characteristic polynomials (i.e. usually, the given characteristic polynomial can
be successfully handled by one of the above-mentioned approaches but not by both).

The first method (Method 1) is dedicated exclusively for the use with the polynomials p(x)
that are transformable into one of the following ring forms of the structural polynomials p_(x)
(see [3] - Table 5.1 on page 231):

THxP(14+x)5 T4+x [ 14x]; 1x(1+x) [ 1+x°];

LH(L4x) [14xT; LxP(Lx)T [14x® (143)8]; ] Lk (1408]; Le(1+%) [1xe (T4x0e); (D

where every variable x corresponds to a D-type flip-flop of a linear register [2, 3, 4] whilst
every binomial (1+x) corresponds to a T-type flip-flop [2, 3, 4] or a (®D) cell functioning as a
T-type flip-flop [2, 3, 4]. Each of these forms reflects ring-like structure that is similar to the one
illustrated in Fig. 1d and has only a single short connection between the bottom row of flip-flops
and the XOR gate located in the top row of flip-flops. The main drawback of Method 1 is that it
cannot be applied to characteristic polynomials other than these specified by generic formulas (1).

The second method (Method 2) is designed to handle polynomials having different odd
numbers of non-zero coefficients that are not associated with the consecutive powers of variable
X, like for example ... x' + x*'4+x"2+x"3.._ [6]). For majority of polynomials having different odd
number of non-zero coefficients but associated with consecutive powers of variable x, like for
example ... x'4+x*4x*24x" | Method 1 is useful. As it was found in [6], with such polynomials,
it is impossible to apply Method 2 to obtain a ring register with a minimum fan-out FO = 2.

Each of methods presents a different philosophy and each of them is applicable to a
different set of characteristic polynomials. What is important, the sum of these two sets does
not contain all possible polynomials. Therefore, the main objective of this paper is to propose a
new method that is applicable to polynomials that cannot be successfully handled by either of
existing approaches. In this context the term “successfully handled” corresponds to obtaining a
ring register implementing the given polynomial and operating with the maximum frequency.

Further sections of the paper deal with the following topics: Section 2 describes procedures
that are exploited in two above mentioned methods of designing ring registers; Section 3 proposes
anovel method of designing ring registers; the final Section 4 summarizes obtained results.

2. EXISTING METHODS OF DESIGNING RING REGISTERS

Generally, structures of the linear registers associated with the assumed (e.g. primitive)
characteristic polynomial p(x) are given as respective tables, containing the information about
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these cells of the register that should be connected to XOR gates to obtain a linear register
corresponding to its (primitive) characteristic polynomial given in a table. In [2, 3, 4] there has
been developed a different approach to designing linear registers with different feedback logic,
including also ring registers: the authors propose to replace cumbersome and hardly available
tables with a simple and versatile technique. Such technique requires that the source polynomial
p(x) is transformed to bear its structural form p_(x) = p(x), from which the feedback structure of
the linear register is taken directly.

2.1. METHOD 1

Fig.la shows a classic LFSR implementing polynomial p,(x)=1+x*+ x*+ x*+ x*+ x’+
x*+ x''+ x'2. The polynomials p(x) can be transformed to the equivalent structural form
P (X) = 1+X(14+x)’[14+x*(14x)’] = p,(x), to which the following simplified symbolic
representation corresponds: D DD, T, T.T@D D.DD T T, or even a simpler one:
DDDTTT@DDDDTT = D*T*®D*T?, It illustrates the distribution of cells containing D or T flip-
flops of the linear register illustrated in Fig.1b which has a classic serial structure containing
two long loops p, and p, (the lower index denotes the number of flip-flops within a loop). If
T flip-flops are replaced with cells containing a D flip-flop with a XOR gate on its input, and
denoted with (®D), then the simplified symbolic representation will take the form:

DDD(@D)Y@D)Y(@D)@bDDD(®DY@D).

In order to eliminate the loop p,,, a ring structure for such a register can be used (Fig.1¢).
To do this, the series of flip-flops from Fig.1b is broken in two halves and the resulting first
six flip-flops are placed in the top row whilst the next six flip-flops are placed in the bottom
row respectively. We assume that such quantitative partition of the flip-flops between the upper
and lower rows will be consequently followed in further examples. Here, the long loop p,,
has been transformed into a short, local connection. Unfortunately, the second loop p, has
persisted that is as long as six flip-flops (see Fig.Ic). In order to transform the p, into a short,
local connection, the whole ring needs to be rotated in steps, for example to the left, by every
flip-flop until the moment when the signal source of the loop p,, (the output of the flip-flop
D,,) is positioned in the bottom row just opposite to the XOR gate in the top row. Rotation
of the whole exemplary ring in steps by every flip-flop is accomplished by shifting a flip-flop
from the least significant position within the top row to the most significant position of the
bottom row and simultaneously shifting a flip-flop from the least significant position within
the bottom row to the most significant position within the top row. Such process is similar to
that used in a bicycle to rotate the chain every gear to the left. The resulting ring structure is
illustrated in Fig.ld.

Observation 1: During a step left (right) rotation of the ring, the length of the loop p,is
reduced. By shifting the half flip-flops situated before the XOR gate and placing them from
the top row to the bottom row and making the same operation with the identical number of
flip-flops situated after the XOR gate, i.e. shifting the bottom row flip-flops to the top row, we
will transform the loop p, in the shortest local connection.

As it can be seen from the above example, the given classic LESR can be transformed by
the Method 1 into the corresponding ring register structure with a maximum operating frequency
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provided that its characteristic polynomial can be transformed into one of the expressions
described in (1). On the other hand, all classic LFSRs described by characteristic polynomials
that cannot be transformed into any form included in (1) cannot be implemented in the form of
the ring register working with maximum frequency. A good example of a polynomial belonging
to this group is a primitive characteristic polynomial p(x) = 1+x* x5+ %4+x2+x'*+x? with seven
non-zero coefficients [6]. For such cases, the Method 2 should be applied.

2.1. METHOD 2

Fig.2a represents a classic form of the linear register with the feedback logic associated
with the polynomial p,(x) = 1+x*+ x*+ x'%+ x'2 +x'*+ x*. The output of the utmost flip-flop D,,
is the source of signal for six loop-like long connections Pyys Pays Pige Py Py, @nd p,. The value
of the fan-out at the output of this flip-flop is FO = 6. The fan-out can be reduced by employing
solution proposed in [5, 6]. The authors of [5, 6] have proven, that the shifting of any loop to
the left (right) to the output of any flip-flop staying before the flip-flop D,, will not change the
characteristic polynomial associated with the structure of the linear feedback so transformed.
Hence, by shifting every loop to the left and locating the loops more or less symmetrically
in relation to the centre (the output of the flip-flop D,,) of the row of twenty four D-type
flip-flops we will obtain the scheme (illustrated in Fig. 2b) of the linear register associated with
the polynomial p,(x). After this row of flip-flops has been broken down into two halves, we
obtained the ring register as illustrated in Fig. 2c.

Observation 2: Locating the shifted loops more or less symmetrically in relation to the
centre of the linear register guarantees obtaining a ring register with the shortest possible length
of the local connections (Fig. 3) after the row of flip-flops is broken down into two halves.

Note, that this method does not employ the rotation of the ring from Method 1. It is also easy
to see from the example, that the signal source supplying each of four loops has been assigned
to another flip-flop, thereby reducing the fan-out from FO = 6 down to FO =< 2. Similarly, due to

Fig. 3. Examples of short local connections in ring register with cell ¢&{D.,T}: (a) in top or bottom cell row,
(b) between top and bottom cell rows




48 A.HLAWICZKA, T. GARBOLINO ETQ.

the location of each feedback XOR gate between different pairs of D-type flip-flops resulted in
the minimum number of layers of the XOR gates in the feedback paths XL = 1. Unfortunately,
it is obvious that such optimal shifting of the loops is impossible in the case of polynomials
with non-zero coefficients, which are associated with consecutive powers of variable x, like for
example ... x' + x"4x*24x"3 | [6]. Then, the value of FO < 2 is obtained at the cost of increased
coefficient XL higher than unity or the value of XL =< | is obtained at the cost of the increased
FO (higher than 2).

The above analysis of pitfalls and opportunities of Method 1 and Method 2 has become
the basis for the development of a novel, versatile and uniform approach that is free of these
drawbacks and can be applied to a much wider range of characteristic polynomials p(x) than the
above-mentioned methods.

3. ANEW METHOD OF DESIGNING RING REGISTERS

The proposed approach is in fact the result of combining techniques that are involved in
both methods discussed in previous section. Owing to this feature it is applicable to a large group
of the polynomials that cannot be successfully handled by existing methods.

Polynomial p,(x) = 1+x*+x!"+x+x"*+x"+x'%+x"7+x"8 is a good example of a characteristic
polynomial that, if handled separately by either method presented in Section 2, results in the
ring register with the fan-out FO>2 and/or the number of layers of XOR gates in some feedback
paths XL > 1.

The classic form of the linear register implementing the above-mentioned polynomial p,(x)
is shown in Fig. 4. The value of the fan-out at the output of the utmost flip-flop D, is FO = 8.

| Dl O} OH oje{ oH b} bl b ol of bié[ oY bjéf pjé{ Djéf D[ D[ O]
2 3 4 5 6 7 8 9 2 13 14 15 16 18

1 10 1 17

Fig. 4. Classic LFSR structure implementing polynomial p,(x) = 14+x*+x"4x"Hx " 4x 545 04 4x 1

The polynomial p,(x) can be represented in the equivalent structural form
P, (%) = 1+(1+x)’x*[1+x[1+x°]]. Note that the polynomial P, (%) does not correspond to any
generic form described by (1). Fig. 5 presents a structure of the ring register resulting from
application of the Method 1 to the considered polynomial p,(x). The fan-out at the output of the
flip-flop D , in this ring register is FO = 3.

If, in turn, the Method 2 is solely used to transform the classic LFSR from Fig. 4, one can
either reduce the fan-out to FO=2 at the cost of increasing the number of layers of XOR gates

10 1 12 13 14 15

Fig. 5. Ring register structure resulting from application of Method 1 to polynomial py(x)
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in one feedback path to XI.=3 (see Fig. 6a) or reduce the number of layers of XOR gates to
XL=x1 by increasing the fan-out at the output of the flip-flop D, to FO =5 (see Fig. 6b). Some
trade-off between the above extreme solutions is the ring register with FOs3 and XL=2 (see
Fig. 6¢). _

Note that none of the approaches presented in Section 2, if used separately from another
one, has resulted in the optimal solution. However, if the two methods are combined and applied
together achieving the ring register with FO < 2 and XL = 1 becomes possible. Fig. 7a presents
the LFSR structure corresponding to the structural polynomial p_,(x) = 14+(14x)x* [ 1+x[14x°]]
that is a result of one of transformations involved in Method 1. In order to reduce the fan-out
at the output of the flip-flop D, loops p, and p, have to be shifted to the left four times, as itis
shown in Fig. 7b. The both loops cannot be shifted further to the left in order to locate them in
the middle of the register because this will increase the number of layers of XOR gates in these
two feedback paths to XL=2 (since a T-type flip-flop should be considered as a D-type flip-flop
with a XOR gate at the input). Another reason is that shifting a feedback loop across T-type
flip-flops alters the polynomial implemented by the register [6]. The ring LFSR that is equivalent
to the structure from Fig. 7b is shown in Fig. 7c. The fan-out in that register is FO = 2 and the
maximum number of XOR layers in the feedback paths is XL=1. However, the length of the
feedback loops p, and p, can further be reduced by rotating the ring two times anticlockwise. The
result of the rotation is shown in Fig. 7d.

4. CONCLUSIONS

The paper describes a new approach to designing linear ring registers. It is based on
alternately applying techniques involved in Method 1 and Method 2, which have been presented
in Section 2. The proposed algorithm includes the following steps:

1) The given polynomial p(x) is transformed to the equivalent structural form p_(x) that
directly reflects a structure of the LFSR implementing polynomial p(x). In general case the
resulting LFSR is composed of D- and T-type flip-flops as well as XOR gates in the feedback
loops.

2) The feedback loops in the LFSR are shifted to the left until the number of layers of XOR
gates in each feedback path is XL < 1 and maximum fan-out in the register is FO = 2. At the same
time the centre of each loop should be placed as close of the centre of the register as possible.
However, shifting loops across T-type flip-flops and crossing the loops has to be avoided, since
this may influence polynomial implemented by the register.

3) The LFSR is then transformed into ring register.

4) The clockwise or anticlockwise rotation of the ring register is performed until the length
of its feedback loops achieves minimum value.

Note that if step 2) is skipped in the above algorithm, the latter becomes Method 1. Similarly
omitting steps 1) and 4) alters the algorithm into Method 2. Therefore, the proposed new uniform
approach to designing linear ring registers is much more versatile than methods used so far. It
makes it possible to design a ring register operating with maximum frequency for much wider
range of polynomials than Method 1 or Method 2.
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Some disadvantage of the proposed method is necessity of avoidance of shifting loops
across T-type flip-flops and crossing the loops. In the case of some polynomials this may make it

difficult or even impossible to find an optimum structure of the ring register. The future author’s
research will be devoted to the above issue.
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New methods for a location service (LCS) in the Wideband Code Division Multiple Access
(WCDMA) system are elaborated. These methods base on the observed time difference of arrival
(OTDOA) algorithm. The classic OTDOA in the WCDMA system, to calculation of the geographical
position of a mobile station (MS), needs a knowledge of relative time differences (RTDs) between base
stations. In this reason, the LCS implementation is difficult and rather expensive, The proposed methods
do not require RTDs. The elimination of the RTD parameters significantly simplifies the localization
process in the 3G (3" Generation) real-life cellular networks. The usefulness of the methods for location
service implementation is analysed. The simulation model is outlined and simulation results of the
proposed methods are presented. These results show that in the extremely bad conditions, i.e. in urban
environment, the proposed algorithms fulfil the requirements for emergency calls from cellular phones
in relation to accuracy of MS position calculation.

Keywords: location service, LCS, location based services, LBS, radio navigation, OTDOA

1. INTRODUCTION

The interest in mobile station positioning for cellular networks is rapidly growing. Many
services are based on position information LBS (Location Based Services), for instance access
to the databases including restaurant addresses, hotels and offices in the vicinity. For a network
operator the location information can be used to select channels or for management of handover
processes. One of the most important applications of location services is to automatically locate
people who make emergency calls from their cellular phone.

To fulfil the requirements for emergency call service in the European Union or in the USA,
the location service in cellular phone networks should be based on the observed time difference
of arrival (OTDOA) between a MS and a minimum of three (one serving and two auxiliary) base
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stations (BSs). Implementation of a location service in the WCDMA system, in the frequency
division duplex (FDD) mode, is difficult and rather expensive due to asynchronous operation of
the base stations in this system. As depicted in Fig. 1, the Universal Mobile Telecommunications
System (UMTS) requires dedicated components to control positioning [1]. Base stations
are equipped with an associated location measurement unit (LMU) that provides for timing
synchronization with neighbouring base station. To prevent accurate measurements in a bad
radio conditions, operators can alternatively establish stand-alone ILMUs. In this context, the
LCS in the WCDMA/FDD is based on the actual RTDs between base stations. Each RTD slowly
changes with time. The rate of change depends on the frequency differences and jitters between
BSs. Therefore, the measurements of this relatively slow rate of drift are needed using the
LMUs. The measurement results are then stored in special databases which are later used for the
calculation of MS position. The LMUs complicate positioning architecture in WCDMA/FDD
system. When the RTD measurements to estimate the position of the MS are not needed, the
location service is cheaper.

Stand-alone
LMU

Fig. 1. UMTS positioning architecture, (LMU - location measurement unit; RNC — Radio Network Controller; SMLC
— Serving Mobile Location Centre; SAS - Stand-alone SMLC; UE - User Equipment (mobile station); Uu — radio
interface; fub, Iur and Iupc — telecommunications interfaces)

In this paper two methods, which enable the calculation of the geographical position of a
mobile station without knowledge of relative time differences, are described. There are following
methods:

* OTDOA+RTT-LMU, which is supported by round trip time (RTT) [2],
* OTDOA+IPDL-LMU, which is based on idle period downlink (IPDL) mode [3].

The new methods were tested in a finite microcellular environment with outdoor and indoor
users — similar to Manhattan structure. The simulation investigations show that the estimation
accuracy of the mobile station using the new methods is close to the classic one.

Vol. ¢

follo

wher
to the
statio
light
BS, 0
and R
this, t

n+1.1
linear




ETQ.
ency
on of
tions
tions
ming
1 bad
t, the
lowly
(ween
1g the
or the
/FDD
d, the

er; SMLC
Ju — radio

tion of a
ollowing

1d indoor
stimation

Vol. 54 — 2008 NEW METHODS FOR LLOCATION SERVICE IN THE WCDMA SYSTEM 55

2. THE OTDOA+RTT-LMU METHOD
2.1. PROPOSED SOLUTION

The classic OTDOA method, in a two-dimensional plane, is reduced to a solution of the
following set of non-linear equations [4]:

¢-[t,(n) = RTD, —t,(m)] = yflx, = x(m)]* +1y, - y(m)]* +

—JIx, = x()]* +1y, - y(m)P
¢[t,(n) = RTD, —t,(n)] =[x, = x(0)]* +[y, — y(m)T* + M

—JIx;, = x(W) +Ly, - y(m)T?

where ¢ (n), t,(n) and £ ,(n) denote the measured signal of transfer times from the BS,BS, and BS,
to the MS at the same discrete time n, (x 1) (x,.,) and (x,,y.) represent the co-ordinates of base
stations, ((x(n),y(n)) are the co-ordinates of a mobile station at the discrete time n, ¢ is a speed of
light and RTD,, RTD, describe the relative time differences between serving BS , and auxiliaries
BS, or BS,. However, the solution of this set of equations (1) is possible only when we know RTD,
and RTD, (in the UMTS standard the RTD, and RTD, are measured in LMUs.). In connection with
this, the second set of non-linear equations at the discrete time n+/ is proposed (2):

c{t(n+1)~RTD, ~t,(n+ 1] =
= JIx —x(n+DF +y, - y(n +DF +

| Al =xatDF +1y, - i+ DF
¢ [t,(n+1) = RTD, —t,(n+1)] = 2)

=[x = x(n+ DF +[y, - y(n+ DF +
—JIx, = x(n+DF +[y, - y(n +DP

The relative time differences RTD, and RTD, are the constants at the discrete time n and
n+1. By transforming the non-linear equations (1) and (2) respectively, we can get the new non-
linear set of equations with six variables (3a):

f

Vi = x()F +y, — y(m)F —c-4,(n) =0
Nz, = x(WF +1y, ~ y()F —c-[1,(n) + RTD,]1 = 0

VX% = x(WF +1y; = ¥ —c-[t,(n) + RTD,] = 0
V% —x(n+DF +[y, - y(n+ D —c-,(n+1) =0

(3a)

JIx, =x(n+DF +Ly, = y(n+ )P —c-[t,(n+1)+ RID,] =0
I = x(n+ DI +1y, = y(n + DF —¢-[t;(n +1)+ RTD,] = 0
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or with four variables (3b):

Vi = 2T +1y, - ymP —c-,(n) =0

JIx = x(n+DP +1y, - y(n+ DI =c-f,(n+1) =0

J = x(n+DF +[y, - y(n +DF + -
—\Ix, = x(WF +1y, = YW)F —c-[ty(n+1)—1,(n)] =0

Vg = x(n+ P +y; - y(n+ DT +
% = x(WF +1y, = y()F —c-[1,(n+1) = 1,()] = 0

These results can be used to calculate the geographical position of a mobile station without
the knowledge of relative time differences. In the UMTS, the variables of t(n) and t(n+1)
can be calculated by measuring the round trip times (RTTs), and the elements #(n)+RTD, and
t{n+1)+RTD, (for i=2,3) by measuring observed time differences in the system frame number

SEN [5].

The solution of the above problem is shown in Fig. 2. As we can see, it is necessary to find
the coordinates of a mobile station ((x(#), y(n)) and (x(n+1),y(n+1))). However, we must assume

that we know:

BS,
BS, RTD, (xy¥)
(x,y) =
gy M5
n
Gy S )
MS
(x(n+l), y(n+1))

BS,
(x, )

B

X

Fig. 2. The graphical illustration of the problem’s solution. (MS — mobile station, BS ~ base station,

RTD - relative time difference)
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* the coordinates of BS,,BS, and BS,,
* the distances between BS, and the mobile station (R(n)and R (n+1)),
¢ the distance differences between BS,, BS, and mobile station (R(n+1) - R(n) and
R(n+1) - R (n)) at the discrete time n and n+/.

The distance, d ., between two distinct positions of a mobile station at the discrete time
n and n+1, depends on the resolution of the measured times of transition signals from BSs to
MS. It is obvious that the smaller the d . distance, the more useful is the new algorithm for
the position estimation of a very slowly moving mobile station (uncertainty of 10 nanoseconds
contributes to the 3 meter error in the position estimation).

2.2. CALCULATION OF A POSITION

The resulting relative time differences cause inaccuracies in the calculation of signal transit
times and distances. As a result, the distances between BS,, BS, and MS are measured, which are
known as pseudo distances (PSDs). In this way, the pseudo distances at the discrete time n and
n+1 can be expressed as:

PSD,(n) = R,(n) +c-RTD,
R(n)=lx =2 +13, - y()T
PSD,(n+1) =R (n+1)+c-RTD,
R(n+D)=[x, - x(n+DF +[y, - y(n+ P

4

where R, (i = 1, 2, 3) is the real distance between BS, and a mobile station, RTD, equals
zero. The solution of the non-linear equation (3) is difficult. One of the possible ways is the
linearization of the equation on the basis of the Taylor-series expansion and then solving it
iteratively [6]. In order to solve the set of equations (3), only the first part of the Taylor model is
being exploited. After transforming all six equations, we can solve them according to the rules
of a linear algebra:

g=A'-d 5)

where

C Aen)
Ay(n)

Ax(n+1)

8= Ay(n+1) ©
RTD,

RTD
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PSD,(n)— R, (n)
PSD,(n)—R,(n)
PSD,(n)—R,(n)
d= .
PSD(n+1)~R{n+1) )
PSD,(n+1)—-R,(n+1)
| PSDy(n+1)~Ry(n+1) |

~x(”)"')ﬁ y(n)—y, 0 0 0 0
R, (n) R, (n)
M-z ym-y o co0
R,(n) R, (n)
-x(n)—x3 )’(n)*)’s 0 0 0 ¢
Al| B R
0 0 x(n+D=-x  yr+DH-y 0 0 ()
R(n+1) R(n+1)
0 0 x(n+l)-x, yn+h)-y, 0
R,(n+1) R,(n+1)
0 0 xn+)—-x;, yn+D-y,

L Ry (n+1) Ry(n+1)

The unknown variables Ax(n), Ay(n), Ax(n+1), Ay(n+1) represent the estimation error. The

values obtained from the solution of Ax(n), Ay(n), Ax(n+1), Ay(n+1) are used to recalculate the
“estimated position of x(n), y(n), x(n+1) and y(n+1) in accordance to the equations (9):

X0, (1) = X,y () + Ax(n)
ynew (n) - .yold (n) + Ay(n) (9)
X, (n+D)=x,m+)+Ax(n+1)

Ve BAHD =y (n+D+Ay(n+1)

The estimated values of x  (n),y  (n),x  (n+1),andy  (n+]) can now be substituted
into the set of equations (5) by applying the normal iterative process, until the error of
components Ax(n), Ay(n), Ax(n+1), Ay(n+1) is smaller than the assumed one. As a result of
simulation, depending on the initial estimation of parameters, three to five iterative calculations
are generally required to obtain an error of the unknowns of less than 1 cm. The calculated
values of RTD, and RTD, using the equation (5), correspond to the synchronization error of
base station and they can be used to reduce the algorithm of a location service in the next steps
of position calculations.
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3. THE OTDOA+IPDL-LMU METHOD
3.1. PROPOSED SOLUTION

As we know, in the WCDMA/FDD system a mobile station measures observed time
differences in the system frame number (SEN) for downlink. When the base stations work
asynchronously and taken into account the expression (1), the MS measures (in this case, to
simplify the notation a symbol of the discrete time, n, was omitted):

tsiyi =6 —t, —RTD, =, —t, =tg, + RTD,
tsny =t —ty — RTDy = t, —t, =t + RTD, (10)

Normally, in order to facilitate the OTDOA location measurements and to avoid near-
far problems, the WCDMA/FDD standard includes idle periods in downlink, during which
transmission of all channels from a base station is temporarily seized. A typical frequency of idle
periods is 1 slot (about 667 us) every 100 ms, i.e. 0.7 % of the time [7]. In this respect the mobile
station is able to receive the pilot signal of the neighbour cells even if the best pilot signal on the
same frequency is very strong. For elimination of the relative time differences (RTDs), the idle
period downlink mode is suggested. A graphical illustration of the proposed method is shown in
Fig. 3. This method is based on finding time differences of the radio signal arrival between the

Basszt:;tion Pilot signal No. 3 Length of IPDL

{auxitiary}

Basﬁsl;ﬁm Pilot signal No. 2 Length of IPDL.
[+X

{auxiliary) *‘h“’{ \

-
Pilot signal No. 1 \ time

Basestation Length of IPDL
No. 1 ———emy

{serving) ‘——Fi \ \
.y
P
time
Reception of pilot
signal No. 3
Reception Reception of pilot \
of pilot signal No, 2
signalsin
dow ntink Reception of p|lot
signal No. 1

Mobile l
station

time
F

il

I

tys

Fig. 3. The graphical illustration of the proposed method. {t, — measured signal of transfer times from BS, to MS; t, —

measured signal of transfer times from BS, to MS; t, ~ measured signal of transfer times from BS, to MS; 7, — time

difference between moments of switch off of BS, transmission and BS, detected by mobile station; 7, ~ time difference

between moments of switch off of BS, transmission and BS, detected by mobile station; t,, ~ real time difference

between moments of switch off of BS, transmission and BS,; 1, , - real time difference between moments of switch off of
BS, transmission and BS,; IPDL ~ idle period downlink; BS - base station; MS — mobile station)
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mobile station and base station No. | and No. 2, and between the mobile station and base station
No. 1 and No. 3. For this purpose, the moments of switch off of pilot channel transmission can be
used. In connection with this, according to Fig. 3, we can get the following expressions (11):

t,~t, =5, T,

1 2 1,2 i (11)
L=t =t;—1T,

where ¢,, and t,, represent the real time differences between moments of switch off BS,

transmission and BS, or BS3, T, and T, denote the time difference between moments of switch off

BS, transmission and BS, or BS, detected by a mobile station. In the WCDMA/FDD system all
base stations work asynchronously, therefore the variables 7, , and ¢, , can be expressed as:

12
t, =t RTD, (1

13 per2 -

{tl,z =1y ~ RTD,

where Lo and Ly TEPrESENL the theoretical time differences between moments of switch off
of BS, transmission and BS, or BS,, when RTD, and RTD, equal zero. These variables can be
calculated on the basis of the parameters sent to the mobile station via higher layers [7]. By
transforming the equations (1) and (10) + (12), we can get the new non-linear set of equations
with two variables (13):

r-

Lsrmy 'Hperl -7
C W emeem—————————
2

J:\/(xx —x)2+<)71 "}’)2 +

(13)

& -0+, - y)’
c-[%&:&}:‘/(ﬁ 0P+ (-9 +

"\/(xa __x)z +(¥s ‘Y)z

This method can be used to calculate the geographical position of a mobile station without
knowledge of RTDs. The solution of the non-linear equation (13) is commonly known [4]. To
sum up, the new method consists of:

* measurement of observed time differences of arrival between a mobile station and a minimum
of three base stations (BS , BS, and BS,) in the system frame number for downlink (classic
method which is proposed to be implemented in WCDMA/FDD system) — measurement of
ZLSFNI and tSFNZ’

* measurement of time differences between moments of switch off of pilot channel transmission
for serving base station and BS, and BS, detected by mobile station during IPDL mode -
measurement of T, and z,,

¢ calculation of Lot and L variables using parameters which are sent to the mobile station via
higher layers,

» the geographical position calculation of the mobile station using equations (13).
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3.2. DETECTION OF SWITCH OFF OF BASE STATION TRANSMISSION

The detection of switch off of base station transmission is based on a matched filter correlator
(MFC) [8], which is matched to the common pilot channel (CPICH). In the WCDMA, each radio
frame consists of 38400 chips (10 ms)A and is divided into 15 slots, i.e. 2560 chips per slot. The
CPICH is scrambled by the primary downlink scrambling code of the cell. There are 10 pilot
symbols within each time slot. The position in the radio frame and the length of idle period
downlink mode is expressed in the number of CPICH symbols [7]. Therefore, according to

Fig. 4, where the MFC output is presented, the moment of switch off of base station transmission
can be measured.

CPICH CPICH
CPICH SYMBOL PERIOD SYMBOL PERIOD
LSYMBOL PERIOI{L BEFORE tPDL | LENGHT OF IPDL Y AFTER IPDL |
__CHIP MOMENT OF
PERIOD SWITCH OFF
QF CPICH

TRANSMISSION

<

boomaisssy st o

Fig. 4. The MFC output. (IPDL - idle period downlink; CPICH — common pilot channel)

To simplify our analysis, we can consider the single multipath situation where the receiver
signal r(t) is given by [9]

r@)=s@)+as(t—Dy)+n(t), 0<t<T (14)

where s(#) and n(t) are uncorrelated Gaussian random processes, a is an attenuation coefficient,
and D, is a multipath time delay. The autocorrelation function of r(t), R(D),is

T
R(D)= % Oj r(t)r(t—D)dt (15)

Note that R (D) has a peak at D=0 and peaks at D close to #D,. The latter peaks may not
be exactly at £D, due to slight biases caused by the superposition of the various correlograms.
We can now determine the error performance (variance) of the multipath time delay estimate via
autocorrelation, i.e. we estimate the location of the peak near D, by finding where R(D)/dD is
equal to zero in the vicinity of D; we call this point [ . A useful approximate result for var[D]
can be found if we assume that s(7) and n(t) have uniform, low pass spectra in the band } fl =B/2
. For highly resolvable multipath (BD,>>1), large observation time with respect to multipath
delay (T/D,>>1}, and BT>>1 we find [9]:
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2\2 2 2 2 ‘ 5
var[D] = ———> 2 [(1+a*) +ad*]S 2+%(1+a )SN + N
BT 7°B s -

where S and N are the spectrum levels of s(t) and n(1).

In Fig. 5, we show estimation variance (normalized by 77) versus SNR (Signal to Noise
Ratio) for the autocorrelator. The CPICH has a fixed rate (30 kbps, SFE=256 - Spreading Factor),
hence 7=33.3us and B=5MHz. Additionally, we assumed that D is equal to 2.3us — the mean
value for typical urban environment, and a=1. The above analyses can be used to the error of
switch off of pilot channel transmission detected by the mobile station.

SNR [dB]
-35 -30 -25 =20 -15 -10 -5 0

Normalized variance [dB]

Fig. 5. Normalized variance versus SNR. (7=33 3us; D =2.3us; B=5MHz; BT=167; BD =11.3; T/D=14; a=1)

4. SIMULATION INVESTIGATIONS
4.1. SIMULATION MODEL

The experiments were carried out using the simulation model required for the UMTS [10].
This is a typical bad urban environmental modei (Manhattan model). The area consisted of 12
by 11 blocks with a total number of 72 base stations. The street width was 30 m and the distance
between two street corners was 230 m (see Fig. 6). Base station antennas were placed 10 m
above the mobile users but below rooftops. The mobile station was located outdoor (25% of
simulation time) and indoor (75% of simulation time). [n our implementation, we covered the
simulation area with a regular grid with resolution of 10 m. In the simulation model, the effect of
a multipath propagation was implemented. The time of radio signal arrival between the mobile
station and base stations under the multipath environment was modelled by the sum of true value
7, and non-line of sight (NLOS) error 7 [11]

T=17,+7, an

The variable 7 is defined as mean excess delay and essentially correlated with the root
mean squared delay spread | [12]
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Fig. 6. Simulation model of the bad urban environment (Manhattan model)
Tt ~k-T, =k-T-dy (18)

where £ is a constant proportional coefficient (k=1 in urban region), 7T, is the median value of
T at d=1km (for urban environment T =0.7ps), d is the distance between the mobile station
and base station, ¢ is an exponent (for urban environment £=0.5) and y is a lognormal variate.
Specifically, Y=10logy is a Gaussian random variable over the terrain at the distance d, having

zero mean and a standard deviation o, (for urban environment 0y=4dB).
4.2. SIMULATION RESULTS

The cumulative probability distribution functions (CDF) of the absolute position error were
obtained from the simulation investigations. The absolute position error is defined as

Adz\/(x—vco)z+(y—yo)2 (19)

where x and y represent the real coordinates of a mobile station and x,and y, denote the estimated
coordinates of a mobile station. All timing values have been assumed to be accurate within + %
of a WCDMA chip (the uniform random time error corresponds to a maximum distance error
of about + 19 m). Additionally for the second method, the error of switch off of pilot channel
transmission detected by the mobile station was determined from (16) for two SNR values:
~15dB and -20dB.
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The simulation results are presented in Fig. 7. The proposcd methods (OTDOA+RTT-LMU
and OTDOA+IPDL-LMU) were compared with the classical OTDOA method. Our investigation
show that all methods in the analysed environment (bad urban) fulfil the US E911 phase I
requirements of positioned emergency calls within 125m in 67% of the time [13]. In the classic
OTDOA method calls from cellular phones were located within 125m in 75.7% of the time. In the
OTDOA+RTT-LMU method cellular phones were located within 125m in 67.7% of the time. In
the last method OTDOA+IPDL-LMU, when the SNR decreases, the mobile station was located
within 125m in 69.5% (SNR=-15dB) and 41.9% (SNR=-20dB) of the time. When the moment of
switch off of pilot channel transmission detected by the mobile station reaches the ideal, for high
SNR, the CDF of the proposed OTDOA-+IPDL-LMU method converges to the classical one.

e OTDOA — ] - OTDOA+IPDL-LMU (SNR=-15dB)

v el e OTDOA+RTT-LMU cewe - OTDOAHIPDL-LMU (SNR=-20dB)
. .

R b el
B e
- . ——
0.8 r N e S

0.67 4 7 iy ‘,A""

CDF

0.6 & ;
///// I3
/ .
0.4 4 # R -
//;}“ A
0.2 45 e
125

0 56 160 150 200 250 300 350 460 450 500
Absolute position error [m]

Fig. 7. The CDFs of absolute position error for the classical OTDOA and proposed methods.
(CDF - cumulative probability distribution function; OTDOA ~ observed time difference of arrival; OTDOA+RTT-LMU
and OTDOA+IPDL-LMU ~ OTDOA methods without using location measurement unit; SNR — Signal to Noise Ratio)

All simulation investigation was carried out in the bad urban environment, where a multipath
propagatiyon effect is very intensive. In other environments, i.e. urban area or rural area, the US
E911 phase II requirements for emergency calls in relation to MS position will be fulfilled in
eXCess.

Even though the proposed methods are worse than the conventional one with respect to the
location estimation of a MS, they significantly simplify the localization process in the WCDMA/
FDD system.

5. CONCLUSIONS

A new approach for the location service in the WCDMA/FDD system are proposed.
As a result, the new techniques of calculation of the geographical position of a MS without
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the knowledge of relative time differences are proposed. The complexity of localization
processes of these methods is comparable. New methods fulfil the requirements of E911
phase II in the bad urban environment in relation to accuracy of MS geographical position
calculation. The OTDOA+RTT-LMU method requires active connection with the cellular
network to determine round trip time parameter. The accuracy of this method depends on
initial estimation of parameters: co-ordinates of a mobile station at the discrete time 7 and
n+1.The OTDOA+IPDL-LMU method is based on the moment of switch off of pilot channel
transmission during IPDL mode detected by a mobile station. Therefore, this method needs
extra information from higher layer to calculate the theoretical time differences between
moments of switch off of base station transmission, when the relative time differences equal
zero. The practical usefulness of this method depends on the “hearing” of distant base stations
and detection accuracy moment of switch off of pilot channel transmission. Several authors
have proved, for example in [14], that the same solutions allow for a good measurement
precision of the time of radio signal arrival for distant base stations without using switch
off of all channel transmission in a serving BS. Therefore the detection of switch off pilot
channel transmission is possible. Moreover, using a modified IPDL. method suggested in
[15], which improves the system capacity, the proposed method OTDOA+IPDL-LMU can be
available in 95% of the area network. In this case, the described method should be slightly
modified. Instead of detecting the switch off of pilot channel transmission, we have to detect
the moment of switch off of other channels.

Implementation of the OTDOA method for LCS in contemporary cellular networks is
very expensive and brought by operators into effect rather reluctantly. Taking into account the
obtained results, the proposed new methods for the geographical position of a mobile station
exemplifies the low cost alternative to the classic one.
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The purpose of the paper is to solve an optimization problem consisting in finding the optimal time
between the attempts to access a service system. To obtain a solution the method of queueing systems

analysis with the aid of Markov chain was used [1][4]. It allows to solve a problem which is presented :
by non Markovian model.

The discussed task is called a generalized problem of an impatient customer. The basic problem of

an impatient customer is presented in [5]. The author formulates and solves the problem of an impatient
customer in this paper.

Keywords: Probabilistic methods, Markov process, Non- Markovian process, included Markov chain,
system parameters, objective (cost) function, optimization

1. INTRODUCTION

The method of the included Markov chains allows to analyse non-Markovian systems in
which,one process is non-exponentially distributed, but all the others are exponentially distributed.
The method allows to determine a probability of a system being in the particular states in the
time instants when, the distinguished non-exponentially distributed process generated an arrival.
We can consider the instants just before and just after an arrival is generated.

The method of the included Markov chains enables determination of many system parameters
¢.g..§ mean service time of arrival and R mean sojourn time in the system.

* Artykut finansowany ze Srodk6w Sieci Naukowej Aeronautica Integra z pozycji promocja wynikéw i zastosowaf
praktycznych badafi naukowych prowadzonych w ramach sieci.
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2. PROBLEM FORMULATION

The given configuration of three satellites is shown in Fig 1. The task of satellite A is to
transmit data packet to satellite B. Because the direct communication between the satellites is
not possible, so the satellite C has to mediate in data transmission. It charges a fee for the time
during which its resources are used. All the time satellite C is idle and ready to cooperate, while
satellite B is idle or busy interchangeably. When it is busy doing other tasks, it cannot receive
data from satellite A.

N
&

Fig. 1. Problem illustration

The task of satellite A is to gain access to the resources of satellite B, when they are
accessible. However, satellite A has no information about the state of satellite B until it undertakes
an attempt of data transmission. If an attempt fails (satellite B is busy), after time T satellite A
will undertake another attempt of data transmission. Consecutive attempts are undertaken at the
regular intervals T, till satellite B will be ready to obtain data packet.

Every attempt of data transmission by use of satellite C, even it fails, involves a cost of ¢,.
We assume that the waiting time of satellite A for accessible resources of satellite B also involves
a unit cost of ¢,. A cost function of obtaining connection by satellite A is given by

F.(T)=¢,N, (T)+c,T,(T) (1)

where: N_(T) — the mean number of attempts to obtain connection by satellite A,
T (T ) — the mean waiting time of obtaining connection by satellite A,
¢, ER_ — cost of one attempt to obtain connection,
¢,ER_ ~ cost of (connection) waiting time unit.

The Coxz/M/ 1/-/1 Markov system is assumed to be a model describing a state, in which
satellite B is. Therefore, the time when the satellite is idle, is subjected to the Cox distribution
of the 2 nd order, but the time when the satellite is busy, is exponentially distributed. It is not
possible to queue to the resources of that satellite. Graph of states of satellite B is shown in
Fig. 2. In states W, and W, satellite B is idle. In state Z satellite B is busy.
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Idle system Busy system

Fig. 2. Graph of state for the Cox,/M/1/-/1 system

Attempts of obtaining connection by satellite A can be regarded as an additional determined
stream of arrivals to the resources of satellite B. The system in Fig. 2 together with the additional
determined stream of arrivals is called a developed system, which is non Markovian. Graph of
states of the developed system is presented in Fig. 3.

Additional absorbing state K shows a case, when satellite A obtained access to the resources
of satellite B. Transition to the state K is possible only from state W, and W, (satellite B was idle).
Additional transition from state Z to the state Z represents a case when an attempt to connect by

satellite A has failed.
b, A, T
a/'h
u
T ? :fT

Fig. 3. Graph of states for the Cox,/M/1/-/1 developed system by an additional determined stream
of arrivals that refers to a satellite

Further, the optimal time 7'between consecutive attempts to obtain connection by satellite A
with satellite B, that is, the time which minimizes a cost function (1) will be found.

3. ANALYSIS OF TRANSIENT PROCESSES IN THE COX,/M/1/-/1 SYSTEM

The aim of author’s consideration in this chapter is to determine characteristics describing
satellite B, i.e. the following functions: 2,(D), p, (1), p (T) with the initial conditions: p,,(0)=0,
2,,(0)=0, p (0)=1. For that purpose an analysis of transient processes of the system in Fig. 2 is
necessary.

Denote by:
A, — event that, a connection to satellite B in i-th attempt was obtained, when satellite was
instate W, (i=0,1,2, ..),
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A, ~event that, a connection to satellite B in i-th attempt was obtained, when satellite was
in state W, (i =0, 1,2, ..},
B,— event that, a connection to satellite B was not obtained in i-th attempt (/ =0, 1,2, ..).
In time intervals T the consecutive attempts to obtain connection are undertaken. An attempt
i (i=0,12,...) is undertaken at time i7" A
At the zero-test instant satellite B is in the stationary state. Therefore, we have

A p(Ay) = 1p(By)
A, p(Ay) =ak p(Ay) )
p(Ap)+ p(Ay)+ p(By) =1

that is
Au
Ag) =
P = s ahp
p(Ay) = ——— ot 3)

Ak, + ﬂz/{j +alu
Ay + Appt+ad it

p(By) =

If the first attempt of obtaining connection fails, after time T satellite A tries again. We
assume that the system in Fig. 2 is Markovian (memoryless), so we have:

P = p(Ay, /B = p(A,/By), i=012,.
P2(T) = p(Ayi, | B) = P(Ay 1 By), i=012,.. @)
p,(T)=p(B,,/B)=p(B,/B,),  i=012,.

The following notation is given:
p,,(T) — probability, that the system at a time instant 7is idle in the state W), assuming that
at the time instant 7=0 it was busy, that is p,_ (0)=0,
p, (I — probability, that the system at a time instant 7 is idle in the state W,, assuming that
at the time instant 7=0 it was busy, that is p, (0)=0,
p(T) — probability, that the system at a time instant 7' is busy, assuming that at the time
instant 7=0 it was busy, that is p (0)=1,

To determine these probabilities it is necessary to solve a system of differential equations,
which describes transient processes in the system shown in Fig. 2.

P (D) == py,, (D) +pp (T)
P2 (T) = ak p\,(T) =2, 5, (T) (5)
p,(T)=bA p,,(T)+ 24, p,,, (1) = ttp (T)

in
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A solution of equations (5) takes the following complex form
p,T)=A+S- " +T "
pr,(I)=D+U-&" +W - ©)
p,I) =G+X- & +Y -
where;
— Ay + Ay + 1)+, ~ (A + ) —dadu JA
5 = =K 4— @)
2 2
At )= =Gl —dady . A
5, = =-K -2 ®)
2 2
AU
A= = ©)
Aoy + Ao fi +ak i
= akp (10)
Ay + Ayt + adypt
— /112’2 (11)
Ay + A+ akp
S = — L Pt = 2 + ) + 20 )7 (12)
WA, + gt +ak ) 2AA, + Apt+ad NA
_ - Au Aty = Ay + ) + 2ak 0’ (13)
WAL, + L +ad ) UAA, + Mgt +ad A
U= —ahi _ahduh A4+ 4 (14)
22, + Ao+ alt) A A, + dypt+ad VA
- —aku + atpu(A + 4, + 1) (15)
WAy + ot +adip) 244, + Agpt+ad VA
— :u(’lz + alil) '12/1(_2'1 + ’12 - M)+ a”txﬂ(}ﬂ + ;Lz - :u)
= + (16)
2 A Ay + Agfl+ 1) 2AA, + A+ ad i) A
- KA, +ak) _ A+ Ay — ) + ak (A + Ay — 1) a7
UAA, + Agpl + aA 1) 2AA, + At +ad i) A
k=lthtl (18)
A=A = (4 + ) ~daku (19)

To present a solution of equations (5) in a real form, it is necessary to distinguish three cases

in dependence of the sign which the expression [A, — (4, + w)]* — 4aA u takes.
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1. First variant
(A, — (A + ] —4ad >0 (20)

In this case s, and s, are real negative values. Characteristics p, (T), p, (1), p (1), we were
seeking, are in the form (6) with parameters described by (7) — (17).

Graphs of functions p, (1), p, (T), p(T) for two different systems are displayed in Fig. 4
and Fig. 5, respectively. These systems have a significant qualitative difference. For the first of
them the function p (T) takes, in a certain period of time, the values smaller than the set value and
it has its mimimum. For the second system the values of function p (T) are always bigger than the
set value and the function is decreasing in all domain. ’

1
0.8 pilT)
M
0.6
0.4
0.2 ‘ P27
w pAT)

0 0.5 1 1.5

Fig. 4. Graphs of p, (T}, p, (1), p (T) functions for A,=1, 1,=2, u=7.5, a=0.58. A= 24 85. Overcontrolled system

1
0.8
0.6 p«T)
0.4
palD)
02y PikT)
0 / . T

0 0.5 1 .15

Fig. 5. Graphs of p, (T, p, (T), p (T) functions for A=8, A,=3, =2, a=0.64. A=8.04. Not overcontrolled system
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The systems, for which a function pq_(T) has its minimum, are called overcontrolled systems,
otherwise they are called not overcontrolled systems. It can be proved that the system in the first
variant is overcontrolled when

=Y @)
5, X
II. Second variant
[, = (4 + )] —4adu<0 (22)

In that case s, and s, take complex values. Characteristics 2,,(D), p,, (D), p(T), we were
seeking, are in the form (23) with parameters displayed by (24) — (30).

2P
v-A

pZW(T)=D+E-e"KTCOS(—;—V—A-T)+ 20 -e“”sin(%v—A-T) (23)

N=A
p,T) =G+H-e* cos(«i—«/—A-T)qL 2R e X sin(é—w/—A-T)

Ny

P, T)=A+B-e*" cos(—;:«/—A T)+ e KT sin(-;—\/— A-T)

where:
AU
A=—~B= 2
Doy + Dofi+ ad @4
adu
D = —p = .
Ay + Il + @
_ A,
T A At adopd 20
_ M4 +ad)
T A, + At adp 7
- 2
p oot =4 + 1)+ 2000 8)
242 + Ayt +ak 1)
___ahku(d +24, + )
S Sy + gt + adfD) @9
R At A — )+ ad i + 4y — 1)
2y + Aot + adep) G0

Diagrams of functions p, (7, pzw(D; p(T) are shown in Fig. 6.
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0.8

0.6 N P1kT)

ol A\ o

pAT) |

) T
1 1.5

Fig. 6. Graphs of p, (1), p, (1), p(T) functions for A =2, 4,=3, u=6,a=0.9. A=-18.2

In the second variant, the p (T) function oscillated round its horizontal asympthote. In Fig.6
oscillations of the function cannot be observed because they are of small amplitudes.

It can be proved that all the systems in the second variant are overcontrolled, i.e. for each of
them a function p (7) has its minimum for t & (0,0).

II1. Third variant
[4, - (4 + W1 ~4ad =0 3D
In that case s =5, and it takes a real value. Characteristics p, (1), p, (7). p(T), we were

seeking, are in the form (32) with parameters described by the same relationships as in the
second variant.

1
0.8
pAT)
0.6
0.4
pikT)
0.2
pr(T)
oW . I
0 0.5 1 1.5

Fig. 7. Graphs of p, (T), p, (T}, p (T functions for A,=2, 4,=5.191, u=1,a=0.6.A=0
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p.T) = A + B.e* 4 pg.e®
P, T) = D + E-e % 4 Q‘l‘-e*m (32)
p,I) = G + H- e + Rt-e™

It can be proved that all the systems in the third variant are not overcontrolled. Diagrams of
functions p, (1), p, (1), p(T) are displayed in Fig. 7.

4. CONSTRUCTION OF THE INCLUDED MARKOV CHAIN

The included Markov chain for the system presented in Fig. 3 has two states. At a time
instant just after an attempt of gaining access to the resources of satellite B, a system can be in
state K (satellite A obtained connection) or Z (satellite A did not obtained connection). Graph of
states of included Markov chain is displayed in Fig. 8.

31’T+ )VT
®< P04 palD) 7

Fig. 8. Graph of states of included Markov chain

p<T)

Denote by (i=0,1,2,...is the attempt number):
q (i) — probability that the Markov chain is in state K,
g (i) — probability that the Markov chain is in state Z,
Equations describing the chain are given by:

1 0
. Tl oy 33
[QK (i+1),q, (+D)] [CIK (1,4, (l)]|:p1w(T)+p2w(T) pz(ZT)] )

where: i=0,1,2,...

The following intial conditions are also fulfilled (on the basis of (3))

Aopt+ak Ay ]
My + Ao+ adopt’ Ay + Dypt+adi 34)

Equations (33) and (34) define the Markov chain, which describes transient processes in the
examined system.

(94 (0),9, (O] =

Let us determine the probabilities p,, that satellite A obtains a connection exactly in the
attempt i (i=0,1,2,...). It can be done in two ways
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Po = P(Ap UAy,) = p(Ay,) + p(Ay)

p, = p(A, WA, INB. .. B,) = sy
=p((A, UA, /B )pB,_, N..0B)=..= 35) ?h:
=[p(A, /B_)+ p(Ay | B )p(B., | B,,)...p(B, | By) p(By), |

i=123,...

or exploiting from (33)

= 0
{Po 9k ( ) . . 36)
Pi=qx(H—qgi-1) i=123,..
In both the first and the second cases we get (after exploiting (4))

po = Ap+aAp

P Ay + Ayt ad a7

i1 . .

= T T+ T i=123,..

pl 2112+ﬂ,2ﬂ+a21ﬂpl ( )[p]w( ) p2w( )]’

The values of p, describe the distribution of satellite A’s waiting time for the connection to
satellite B. The following condition is fulfilled

> p =1 (38)

5. DETERMINATION OF SYSTEM PARAMETERS N (T) AND T (T)

Mean number of attempts to obtain connection is given by
N, (T)=1p,+2p, +3p, +..=1+ Y ip, (39)
=l
Mean waiting time to obtain connection is given by
T,(T)=0Tp,+1Tp,+2T p, +..=TY ip, (40)
i=1

Substituting (37) we have

YRS PRSP — @n <
Ay + Appt+alpy 1-p (T) asym
T =T AA, 1 “2) the a:

AAy + Ay +adp 1= p,(T) not o




7)

8)

39)

40)

41)

42)
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Diagram of function N (T) is displayed in Fig. 9 and Fig. 10. The first case concerns the
system overcontrolled, while the second one concerns the system not overcontrolled. For the

overcontrolled systems the function N_(T) has its minimum. For the not overcontrolled systems
the function N (7) has not minimum.

1.5
No(T)
1.4
1.3 L /1]/12 4
uld, +ak,)

1.2 s
1.1 T

0 05 1 1.5

Fig.9. Graph of N_(7) function for A,=2, 4,=3, 4=6,4=0.9. A =-18.2. Overcontrolled system

No(T)

A’IAZ
+.__.._.._....._........__
ulhy, +aky)

0 - [
0 05 1 15

Fig. 10. Graph of N_(T) function for A =8, A,=3, =2, a=0.64. A = 8.04. Not overcontrolled system

Graph of the function T () is displayed in Fig. 11. Function T (7) can approach to its skew
asymptote in different ways. For the systems of the second variant the function oscillates round
the asymptote. For the systems of the first variant it aims to the asymptote from above (systems
not overcontrolled) or from below (systems overcontrolled).
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0.2
T4(T) AA, T
0.15 (g +ak)
01
0.05 /"/ My
' ,/’/ w(ddy + Ay + akp)
0 . T

0 0.2 0.4 06 08 1

Fig. 11. Graph of 7_(7T) function for A,=2, ,=3, =6, a=0.9. A =-18.2. Overcontrolled system

6. DETERMINATION OF THE OPTIMAL TIME T

Cost function F(T) given by (1) after substituting (41) and (42) can be rewritten as

A A, ol +¢
Ady + p+akp 1-p (T)

Fo ()= (43)

€

Diagram of function F (7) is displayed in Fig. 12.

2.5

1.5

0 0.2 0.4 0.6 0.8 1

Fig. 12. Graph of F (T) function for A =2, A=3, 1=6,a=09, ¢ =1, ¢,=5. A=-18.2. Overcontrolled system
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Value T, can be calculated numerically. 1t is such T & (0,%0), for which function F T
described by (43) has its minimum.

After calculating T, from (41) we obtain mean number of attempts which have to be made
by satellite A to obtain connection to satellite B, but from (42) we obtain mean time of making
these attempts in the situation when cost function F (T} is minimized. From the equation (43) we

can calculate the minimal mean cost F AT o)

7. CONCLUSION

In this work a problem of optimal time determination between attempts of gaining access to
a service system in the generalized problem of impatient customer is solved.

The method of included Markov chain can be effectively exploited for analysis and
optimization of non Markovian queueing systems. For the presented problem the method was
sufficient to obtain precise results.

In general, in the problems solved by included Markov chain an analysis of stationary states
is sufficient. To solve the stated task the analysis of transient processes in the tested system is
necessary (eqs. (33) and (34) ).

The methodology of solving a problem, can be easily applied in case when the model of
service system is more complex than the model used in the work. The only condition of its
exploitation is a possibility of transient processes determination in the service system (satellite
B), i.e. characteristics of the service system (chapter 3). They can be obtained also by numerical
methods. For the assumed model of satellite B, it was possible to solve the task by analytical
methods.
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Designing an effective radiocommunication system which operates at EHF band is not an easy task.
To achieve this goal it is important to take the meteorological effects into account. It is noteworthy that a
combined impact of many weather factors should be considered when transmission frequency exceeds
10 GHz. The understanding of these mechanisms as well as their mitigation is a key to design and build
efficient wireless communication systems operating at EHF. Therefore, in this study an influence of
different weather conditions on effectiveness of the transmission is discussed. In addition, some possible
solutions of reducing these meteorological effects are mentioned. Finally, the simulation results which
confirm the usefulness of the EHF band are presented. It is important to note here that the main concern
for this study is the fixed and mobile short-range terrestrial radiocommunication and all considerations
included in this article are focused mainly on this part of the wireless communication.

Keywords: EHF band, radio wave propagation, attenuation, link availability, millimetre wave
communication systems

1. INTRODUCTION

The utilization of extremely high frequencies is a very promising option in modern
radiocommunications whose major merit is the possibility of implementing very wide channels
and reaching high data rates with relatively simple modulation schemes. On the other hand,
shifting the transmission into the band of 30 — 300 GHz is hardly a straightforward task and
requires a substantially different approach comparing to the situation when lower frequencies

L
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are being used. Another obstacle is a fact that propagation in the EHF band has not been fully
rescarched yet and in some areas further work is still necessary. Nevertheless, the available
analyses enable to indicate several most important factors that influence this kind of propagation,
which also constitute the basis for designing radiolinks operating in the EHF Band. Among those
factors that adversely affect the discussed propagation are: non-line-of-sight (NLOS) propagation
and lack of the first Fresnel Zone clearance, diffraction due to uneven terrain, frequency selective
fading due to multipath and attenuation and scattering due to vegetation.

It is casy to realize that all the above aspects are relevant to the transmission in lower
frequency bands as well as in very high; when analyzing the EHF band transmission, the
two most important factors are those that are virtually negligible at low frequencies, namely
attenuation due to atmospheric gases and attenuation and depolarization due to precipitation
(most notably rain). The first one should be treated as a constant, inevitable factor, depending
on a given climatic zone and system parameters. Despite that, the current research show that the
communication is realizable due to several attenuation windows that can be identified throughout
the EHF Band, which is a similar situation to the optical transmission through fibers. The latter
factor is variable and its negative effects are diminished by the assumed built-in link margin,
which influences link availability. Rain and other kind of precipitations generally increase link
attenuation, which results in the fact the radio link budget might not be balanced. To prevent from
this situation, every real link is designed with a particular link margin which should eliminate a
negative influence of the precipitation and determine the percentage of time in which radiolink
is available. For practical reasons, existing links are not designed with the assumption of full
availability (100 percent of time), because the required link margin would have to be too large.

Generally, due to increasing demand of broadband wireless communication services, in
addition to the frequency congestion and management problems at lower frequency bands, design
engineers have directed their attention towards the use of the EHF band for communication. This
is caused by the recent demand for multimedia communication and high data rate capabilities.

2. MAJOR SOURCES OF THE RADIO WAVES DEGRADATION IN THE EHF BAND

Radio wave propagation negative influences at EHF bands include rain attenuation, rain and
ice depolarization, gaseous absorption, cloud attenuation, melting layer attenuation, troposphere
scintillation, and antenna wetting, These effects are related to the troposphere and weather
conditions. Rain attenuation, gaseous absorption, cloud attenuation and melting layer attenuation
are absorptive effects producing both signal attenuation and increase in antenna thermal noise.
Troposphere scintillation is not absorptive but can produce attenuation as well as enhancement.

Terrestrial millimetre wave communication systems are mainly exploited in clear line-
of-sight (LOS) environments to avoid high penetration losses due to buildings and foliage,
multipath and diffraction effects as well. For these communication systems, in order to facilitate
planning, installation and high-quality fiber-like system performance, it is vital to quantitatively
and qualitatively characterize the terrestrial mm-wave propagation channel conditions.

In general, distortions of the radio waves at frequencies higher than 10 GHz are caused
mainly by:
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— Non-line-of-sight (NLOS) propagation and lack of the first Fresnel Zone clearance;

— Diffraction due to uneven terrain;

— Frequency selective fading due to multipath;

— Attenuation and scattering due to vegetation;

~ Attenuation due to atmospheric gases;

— Attenuation and depolarization due to precipitation (rain, snow, fog, clouds etc).
These propagation effects are discussed below.

2.1.NLOS, DIFFRACTION AND FRESNEL ZONES

Diffraction allows radio signals to propagate around the curved surface of the Earth,
beyond the horizon, and to propagate behind obstructions. The phenomenon of diffraction can
be explained by Huygen’s principle, which states that all points on a wavefront can be regarded
as point sources and give rise to secondary wavelets. Combination of all the wavelets produces
anew wavefront in the direction of propagation.

Fresnel Zones represent successive regions (figure 1) where secondary waves have a path
length from the transmitter to receiver which is n4/2 greater than the total path length of a line-
of-sight path. Fresnel zones are elliptical in shape with the transmitting and receiving antenna
at their foci. The successive Fresnel zones alternatively provide constructive and destructive
interference to the total received signal. The radius of the nth Fresnel zone circle, denoted byr,

can be expressed by:
r = n-A-d d, ’ )
d,+d,

where: 7~ nth Fresnel zone radius [m],
d, - distance to the transmitter [m],
d,~ distance to the receiver [m],
A —wavelength of the transmitted signal [m].

3r<11' Fr@sna! Zm@

2nid Frasne! Zcm@
15t Fresne! Zu:me

a
ad

t 2

&
L
&

,,<

/

Fig. 1. The Fresnel Zones representation
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Diffraction losses occur when secondary waves are blocked such that only a part of the
energy is diffracted around the corner. The total received signal energy is given by the vector
summation of energy contributions from all unobstructed Fresnel zones. The diffraction losses
caused by obstacles can be calculated and taken into account as shown in [1]. In general, however,
the attenuation can be approximated, as:

-20-h @)

= +10,
4l

diff

where h [m] denotes a difference between the highest terrain obstacle and the Line-Of-Sight
propagation path (this value is negative when the obstacle stands out above the LOS line), r, [m]
represents a radius length of the first Fresnel zone (see eq. 1) calculated in the place of the
obstacle occurrence.

The given above expression shows that the most important, when considering radio wave
propagation, is the first Fresnel zone in which most of the electromagnetic field energy is
propagated.

It is important to note that, according to ITU-R recommendation [2], for millimetre radio
systems the NLOS propagation is not valid due to large diffraction losses experienced when
obstacles cause the propagation path to become NLOS. For these situations, multipath reflections
and scattering will be the most likely signal propagation methods.

2.2. MULTIPATH PROPAGATION

In wireless telecommunications, multipath is the propagation phenomenon that results in
radio signals reaching the receiving antenna by two or more paths. Causes of multipath include
atmospheric ducting, ionospheric reflection and refraction, and reflection from terrestrial objects,
such as mountains and buildings. It is important to note that many of these effects are highly
unlikely in the case of the short-range terrestrial millimetre systems.

The effects of multipath include constructive and destructive interference, and phase shifting
of the signal. This causes Rayleigh fading. The standard statistical model of it gives a distribution
known as the Rayleigh distribution. Rayleigh fading with a strong line of sight content is said to
have a Rician distribution.

In the case of millimetre radio systems, however, this effect is not as destructive as others
described in this study. It is so because for EHF band mechanisms related with absorbing and
scattering are much more dangerous than multipath propagation. Additionally, during millimetre
transmission the LOS conditions are essential as well as narrow antennas beams are exploited
in most cases, which leads to conclusion that multipath propagation is unlikely. In most cases
this effect would only reduce a quality of a wireless connection but would not decrease its
availability. It is, however, possible to take this effect into account because there are ITU-R
recommendations [3, 9] which present this issue. Unfortunately, it is done only to a certain
extent which is caused by the lack of the measurement data for frequencies higher than
15 GHz.
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2.3, EFFECTS OF VEGETATION

When aradio wave reaches a rough surface, the reflected energy is spread in all directions due to
scattering. At millimetre-wave frequencies, the dimensions of tree leaves and tree branches are large
as compared to the wavelength. The tree leaves and branches also usually contain water and hence
result in absorption and scattering of electromagnetic waves as they propagate through vegetation.
Foliage can not only introduce attenuation and broadenin g of the beam but also depolarization of the
electromagnetic wave. The transmission losses through vegetation are affected by various parameters
such as the dielectric constant, density, physical size and shape. ITU-R provides an appropriate
recommendation [4] and the effects of vegetation can be taken into account.

Attenuation in vegetation can be important in the case of terrestrial millimetre wave
propagation. However, the wide range of conditions and types of foliage makes it difficult to develop
a generalized prediction procedure. There is also a lack of suitable experimental data. According to
ITU-R recommendation, however, some solutions are possible. It is important to note that they are
valid only for frequencies lower than 60 GHz. There is no data available for higher bands.

In order to estimate the total field loss ,the diffracted, ground reflected and through-vegetation
scattering components are first calculated and then combined. The diffracted components consist
of those bent over the top of the vegetation and those bent around the sides of the vegetation. These
components and the ground reflected component are calculated using ITU-R Recommendations,
The through or scattered component is calculated using a model based upon the theory of radiative
energy transfer (RET). Detailed information can be found in the given above recommendation.
The combined loss caused by all of these factors can be calculated as follows:

-L, L

“Lep hgroung. Zscar,
L,, =-10log, 10[ 0 )+1o[ 0 )+1o[ ‘°)+10( ° J+10[ ) ; 3

where: L, —total loss due to vegetation,
L...—loss due to diffraction around side g of vegetation,

side

L.videb — loss due to diffraction around side b of vegetation,
me —loss due to diffraction over top of vegetation,
L., ..a—10ss due to ground reflected component,
L. —loss due to scattered component,

Example charts given by the recommendation are shown in the figure 2. Unfortunately,
these results are only for the case of 40 GHz (5 GHz and 10 GHz - not the EHF band). For
different frequencies, however, calculations can be done as well with exploiting equations given
in the above recommendation.

Another issue, considering the vegetation influence on millimetre wave propagation, is
depolarization effect. Measurements at 38 GHz suggest that depolarization through vegetation
may well be large, i.e. the cross-polar si gnal may be of a similar order to the co-polar signal when
both transmitted through the vegetation. However, for the larger vegetation depths, required for
this to occur, the attenuation would be so high that both the co-polar and cross-polar components
would be below the dynamic range of the receiver.
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Fig. 2. Total loss due to vegetation for 0.5 m? and 2 m? illumination area, a) in leaf, b) out of leaf {4]

According to the recommendation it is also important to take into account some dynamic
effects of the vegetation. It has been observed that where a link passes through foliage the
received signal amplitude varies rapidly when the vegetation moves which is caused mainly by
wind. Measurements at 38 GHz and 42 GHz have demonstrated that there is a strong correlation
between the amplitude fluctuation rate and the wind speed.

When considering the effects of vegetation it is clear that the environment will not
remain static. A receiver site may have one or more trees along the signal path that do not
give a sufficient mean attenuation to take the received signal level below the system margin.
However, it has been found that as the trees move, the signal level varies dynamically
over a large range making the provision of a service unlikely. Several measurements of the
attenuation levels during transmission through trees, as a function of time, have been made
[4] and show an average reduction of the signal level of about 20 dB per tree. Considerable
signal variability was found, with frequent drop-outs of up to 50 dB attenuation lasting for
around 10 ms.

The ITU-R recommendation provides some data related to the dynamic effects of wind.
Modelled time series and the standard deviations of signal amplitude for wind speeds, ranging

from O to 20 m/s, are presented in figure 3 in comparison with measured data.
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Fig. 3. Standard deviation of measured and modeled 40 GHz time series as a function of wind speed (4]

It should be noted that despite the fact that this type of model shows an inherent frequency
dependence, the path length differences through trees are small and the fading across a typical
40 MHz bandwidth will appear flat. Rapid fading is due to the time variability of the medium.

Unfortunately, results and solutions given by the ITU-R recommendation are sufficient only
in the particular cases but not in general. It is so due to the Jack of the measured data for frequencies
higher than 40 GHz. The situation is not hopeless, though, because it is often, when considering
EHF systems in the terrestrial environment, that degradation of the radio waves is caused mainly
by different, more destructive factors, and the influence of the vegetation is marginal. Therefore
in most cases a coarse estimation, shown in the ITU-R recommendation, can be sufficient.

3

2.4. GASEOUS ABSORPTION

Compared to other absorptive factors, gaseous absorption from oxygen and water in
the atmosphere is small. However, gaseous absorption must be considered in link budget
analysis since it is always present and its effect increases for higher frequencies, humidity and
temperature. Specific attenuation due to gaseous influence varies as a function of frequency.
ITU-R recommendation on how to predict absorption due to atmospheric gases is available [5].

In general, the clear cloudless atmosphere also absorbs radio signals, but below 30 GHz
absorption losses are small except around the 22 GHz (resonance frequencies of water vapour)
and they vary appreciably with water vapour content (figure 4).

Above 30 GHz (EHF band), however, the gaseous absorption issue becomes more destructive.
Another resonance frequencies of water vapour can be observed at around 183 GHz. Additionally,
at 60 and 119 GHz the resonance frequencies of oxygen are also present (fi gure 4). Between these
marked thresholds in the EHF band atmosphere attenuation windows exist, as shown in table 1.

There are many atmospheric gases and pollutants that have absorption lines in the millimetre
bands (such as S0, NO,,0,,H,0, and N,0O), however, the absorption loss is present mainly due
to water vapour and oxygen.
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Table 1.

Attenuation windows of the atmosphere for the EHF band

Frequency range Clear air attenuation (Sea level,
Window ID [GHZ] 15°C, RH* = 50%)

[dB/km]

Wl 25to 50 0,1t0 0,5

W2 70to 115 0,5t02

W3 125 to 160 2t05

w4 200 to 250 5to 10

*) RH — relative humidity [%)]

The ITU-R recommendation shows how to take the gaseous absorption effect into account.
For a horizontal path or for slightly inclined paths close to the ground the attenuation, L, [dB],

may be written as:
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Lys=y-d=(y,+7,)4d, )

where: d — path length [km],
Y, — dry air attenuation [dB/km] (figure 4),
Y., — water vapour attenuation [dB/km] (figure 4).

The mentioned above recommendation includes also some equations which allow to
approximate the attenuation in the range of 1 to 350 GHz for both horizontal paths as well
as inclined ones. This estimate is sufficient in the case of the terrestrial millimetre wave
propagation.

It is important to note that the gaseous absorption effect is not only related with humidity
(water vapour density) and frequency but also with a pressure and temperature of the air. The
recommendation enables to exploit the knowledge of these factors and calculate the proper
attenuation. The results in the case of standard values of these parameters and for the horizontal
paths are presented in the figure 4. The Total attenuation depicted in this figure represents the one
calculated according to the expression (4).

2.5. RAIN ATTENUATION

Rain attenuation is the most degrading effects of the atmosphere. Rain on a radio path
causes fading, or “rain attenuation”. Rain attenuation is a function of frequency, elevation angle,
polarization angle, rain intensity, raindrop size distribution and raindrop temperature. This is the
interference between raindrops and electromagnetic signals travelling through the atmosphere,
which causes the radio waves distortions. When this phenomenon occurs, the transmission is
weakened by absorption and scattering of the radio wave. Raindrops absorb and scatter radio
wave energy, resulting in amplitude fluctuation and phase randomness in the received signal
which degrades the reliability and performance of the communication link.

Any raindrop in the path of the signal, which is comparable to the half of the wavelength
in diameter, will cause attenuation. Rain also depolarizes signals, converting energy from one
polarization to another. The severity of rain attenuation and depolarization depends on how hard
it is raining (described by the “rain rate” in millimetres of accumulation per hour), not on the
total rain accumulation. Thus, areas subject to intense thunderstorms experience more severe
propagation problems from rain than areas with a high average rainfall but few thunderstorms.

The ITU-R recommendation [6] provides a “semi-empirical” model for the rain attenuation
calculations. The parameter, L . [dB], is obtained from the rain rate R [mm/h] using the
power-law relationship:

; . a
Ly=dg k-R%. ®)
Values for the coefficients & and o are determined as functions of frequency, f [GHz], in

the range from 1 to 1 000 GHz. These coefficients can be rewritten either as k, and a in the
case of the horizontal polarization or as k, and a, in the case of the vertical polarization. The
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ITU-R recommendation provides expressions which enable to calculate specific rain attenuation
for different types of the polarization. Numerical values for the coefficients & and « at given
frequencies as well as equations for calculations are given in the recommendation. The effective
radio link length d - which denotes a statistically calculated distance within rain, is a value
which depends on the actual radio link length and the rainfall rate. Appropriate equations can be
found in the recommendation.
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Fig. 5. Rain rate [mm/h] exceeded for 0,01% of the average year [7]

In order to compute the value of the specific rain attenuation, the rain rate must be obtained.
It can be done with exploiting another ITU-R recommendation [7] which gives a solution for
this issue. It presents how to derive the rainfall rate, exceeded for p% of the average year, for
the desired latitude and longitude. Figure 5 presents the rainfall rates for latitudes and longitudes
which are within the scope of this article. It is easy to note that in the case of Poland this value,
exceeded for 0,01% of the average year, numbers about 25 mm/h. For Europe rainfall rate
changes in the range of 15 (northern Europe) to 40 (southern Europe) mm/h.

2.6. CLOUD AND FOG ATTENUATION
Despite the fact that the effect of cloud attenuation is the main concern for the satellite

communication it is described here because fog attenuation can still influence the terrestrial
millimetre propagation to some degree. Radio waves are depolarized and attenuated by clouds
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and fog but this mechanism is difficult to predict or model because it is not described by anything
analogous to rain rate that can be measured on the ground. The small size of cloud/fog particles
relative to wavelength makes cloud attenuation a function of cloud/fog temperature and water
content along the propagation path. The ITU-R provides the recommendation which shows a
method for predicting cloud and fog attenuation [8].

The propagation loss due to clouds and fog may be a factor of importance especially for
microwave systems well above 10 GHz. For clouds or fog consisting entirely of small droplets,
generally less than 0.01 em, the Rayleigh approximation is valid for frequencies below 200 GHz
and it is possible to express the attenuation in terms of the total water content per unit volume.
Thus the cloud/fog attenuation can be written as:

L =K M-d, (6)

where: Lfog — attenuation [dB] caused by the cloud/fog,
K, — specific attenuation coefficient [(dB/km)/(g/m?)],
M - liquid water density in the cloud or fog [g/m?],
d — propagation path length within the cloud/fog [m].

At frequencies of the order of 100 GHz and above, attenuation due to fog may be significant.
The liquid water density in fog is typically about 0.05 g/m’® for medium fog (visibility of the
order of 300 m) and 0.5 g/m® for thick fog (visibility of the order of 50 m).

A mathematical model based on Rayleigh scattering, which uses a double-Debye model for
the dielectric permittivity of water, can be used to calculate the value of the specific attenuation
coetficient for frequencies up to 1000 GHz. This solution can be also found in the above mentioned
recommendation. For the purpose of this study, however, figure 6, which shows the values of K, ;
at frequencies from 5 to 200 GHz and temperatures between —8° C and 20° C, is presented. It is
important to note that for cloud attenuation, the curve corresponding to 0°C should be used.
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2.7. COMBINED EFFECT OF PROPAGATION INFLUENCES

The factors described above are the individual propagation impairments that affect radio
wave propagation. These effects have been studied individually for lower frequencies. Little data
are available for frequencies above 30 GHz. However, with a few assumptions, which can be done
due to specific of the millimetre and LOS propagation in the short-range terrestrial environment,
a solution can be found. The propagation effects are related and can occur simultaneously. Hence,
a mode] which describes the combined effect of propagation impairment is needed. There is a
recommendation provided by ITU-R [9], which solves this issue.

In general, for frequencies above 10 GHz the total transmission loss for a radio system is

given as:
a.7-d\°
L[dB]:lO-log( il d] + L, [dB], 7
Ladd [dB] = Ldt]f + Labs + Lrain + Lveg + qug * (8)
where: L —total excess attenuation [dB],

add
L — total attenuation [dB],

d - propagation path length [m],
A —wavelength [m],
a — free space exponent.

The free space exponent in the case of the real free space equals 2. The ITU-R recommends,
however, to use 2.2 as the value of this parameter in order to estimate the basic propagation loss
for frequencies higher than 10 GHz when considering the short range propagation in urban areas.
Due to the higher value of the free space exponent, an additional link margin is obtained, which
can be useful in avoiding multipath propagation effects.

Other mechanisms such as antenna-wetting, depolarization due to rain or ice, dispersion, and
troposphere scintillation influence also the propagation of radio waves. These effects, however,
will not be discussed here because their importance as a destructive factors, comparing with the
previously presented, is small.

3. COMPENSATION OF THE RADIO WAVES DISTORTIONS
IN THE EHF BAND

To diminish distortions of the radio signals, system designers must incorporate compensation
techniques in their designs. The main task of it is to mitigate the negative propagation influences
caused by the effects described before. At higher frequencies compensation is an essential process
for maintaining a proper quality of the service. It is important to add that most of the mechanisms
inflecting the radio waves changes dynamically, therefore the compensation methods should be
adaptive and even preventive.

The most common compensation techniques exploited in modern radiocommunication
systems are as follows:
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— Built-in Link Margin

In general, a link or system margin is allocated to a communication system in order to
provide specific link availability. Since link margins are fixed, it is not possible to achieve an
increase in capacity or availability using this technique.

— Diversity '

At frequencies above 10 GHz, diversity techniques can be used e.g. to mitigate rain fade.
Although diversity can be used to mitigate fading, the requirement of complex system design and
separate antenna system (such as MIMO) may not justify the benefit.

— Uplink Power Control (UPC)

Uplink power control is a technique where the uplink EIRP is adjusted on an adaptive basis
based on continuous measurement of the downlink carrier power. The amount of uplink power is
estimated from the measured downlink fade.

_ — Adaptive Modulation and Coding

The AMC technique is used in wireless communications to match the modulation and
coding parameters to the conditions of the radio link. Adaptive modulation systems require,
however, some channel information at the transmitter in order to improve rate of transmission,
and/or bit error rate.

4. THE PRACTICAL ASPECTS OF THE PROPAGATION CONDITIONS FOR
FREQUENCIES HIGHER THAN 5 GHz

In this part of the article some simulation results are presented in order to show a propagation
conditions for frequencies above 5 GHz in a more practical way. The given above frequency band
can be divided into two different ranges. The former one is called Super High Frequencies (SHF)
and is comprised of frequencies in the range of 3 to 30 GHz, which in general, are beyond the scope
of this article but are presented for the comparison purposes. The latter one is called Extremely
High Frequencies (EHF) and consists of frequencies above the SHF band up to 300 GHz.

The ITU-R recommendation [2], however, provides a considerably different division. Two
separate propagation models, for the short range terrestrial radio systems at the standard SHF
band, are available. In the case of frequencies up to 15 GHz a LOS propagation within street
canyons can be considered. Proper equations for calculating the transmission loss are given in the
recommendation. It is important to add that this model allows to estimate the attenuation in some
range only (upper and lower bound of attenuation can be computed) and results are dependent
on some inputs: distance, base station antenna height, mobile station antenna height and a level
of traffic. The latter parameter is characterized by an effective height of the road (details can be
found in the recommendation). Some standard values of these parameters were chosen and proper
calculations were made. Results are presented in table 2. These results clearly show that the
main destructive influence on propagation has the heavy road traffic which can cause additional
attenuation of even 20 dB comparing with the light one. Additionally, a general rule can be created
with reference to antennas height. Higher base station antennas do not reduce the propagation loss
as clearly as higher mobile ones. It is important to add, at this point, that the presented here model
do not take any meteorological phenomena into account in contrast to the next one.
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Table 2.
Propagation attenuation for LOS situations within street canyons
Frequency [GHz]
ID Conditions s |7 1 8 | 11 ] 13 ] 15
Afttenuation [dB] (for the path length equals 1 km)
1 hm* = 1.8 m, hb** =10 m, 102- 103- 104- 107- 108- 109-127
"1 light traffic (hs*** = (0,5 m) 122 123 123 125 127 )
hm = 1.8 m, hb =20 m, light 103- 104- 107~ 108-
2 traffic (hs = 0,5 m) 100-1191 ) 122 124 125 | 109-126
hm = 1.8 m, hb = 30 m, light 103- 104- 107- 108-
3 traffic (hs = 0,5 m) 100-181 00 | 11 | 123 | 1oa 1091
4 hm =1 m, hb =20 m, light 104- 104- 104- 107- 109- 110-128 '
) traffic (hs = 0,5 m) 124 124 124 126 127
hm =3 m, hb = 20 m, light 103- 104- 107- 109~
> traffic (hs = 0,5 m) 00-I7) o0 | 120 | 123 | 124 [ 110412
N 120- 121- 124- 125-
6. heavy traffic (hs > hm) 117-137 140 141 144 145 127-147

*} hm — mobile terminal antenna height [m];
**) hb — base station antenna height [m];
**%) hs — effective height of the road [m].

There is another propagation model provided by the mentioned before ITU-R
recommendation. It can be exploited in the case of designing the short range terrestrial millimetre
radio systems and also for those terrestrial solutions which operates in LOS conditions and at
frequencies higher than 10 GHz. In general, it is described by the equation (7) and the whole
model components were shown in the paragraph 2 of this article. Calculations results for those
frequencies which are in the interest of this article and fit in the range of 10 GHz and more are
presented in table 3.

The given table clearly shows that the atmospheric gases cause noticeable overall attenuation
increment only at the band 52-55 GHz. The additional 4 dB may turn out to be an important
component of the total transmission loss. It is noteworthy, however, that atmospheric gases are
not the main concern when considering the given above frequencies.

As expected, rain appears to be the most destructive factor inflecting badly the transmission,
even at the SHF band. Additionally, this kind of meteorological phenomenon is difficult to predict.
Moreover, its influence on the radio wave propagation varies in the wide range which is a result
of different rain rates that can occur. There is only one proper solution for this issue. Designer of
the wireless SHF/EHF systems needs meeds to remember about this problem during their work.
They should consider exploiting a proper link margin or different methods for mitigating the
destructive influence of this factor.

The fog influence on the propagation is marginal at most frequencies. Its impact begins to
be a problem only at the EHF band but even though the loss of 2 dB is much smaller than 11 dB
in the case of the rain. Moreover, that level of attenuation is achievable only for a very thick
fog.

The above results present as well the difference between standard free space transmission
loss (a = 2) and the one which utilizes coefficient a = 2.2. More than 10 dB higher attenuation
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shows that additional factors like multipath propagation and diffraction have quite a huge impact
on the transmission in this case of the wireless SHF/EHF terrestrial communication. Values of
the free space loss (a = 2.2), for frequencies lower than 15 GHz, can be casily compared with
results given in the table 2. The conclusion — attenuations are comparable. Both models seem to
be compliant with each other which can, to a certain degree, confirm their correctness.

5. CONCLUSION

The recent increase in demand for multimedia wireless communication services have
caused designers to develop more and more highly efficient systems operating in the EHF
band. The personal communications network, the mobile broadband systems, local multipoint
distribution system, fixed radio links, next generation Internet, and wireless local loop telephony,
are often systems meant to operate in the EHF band. The availability of tremendous amount
of bandwidth, the potential for high frequency reuse, and the reduced size of transmitting and
recetving antenna elements and electronic components, make EHF band uniquely suited for
these services. Implementation of these systems requires, however, a detailed knowledge of all
factors influencing the radio wave propagation. Hence, there is a need for estimating not only the
individual propagation effects but also the combined propagation influence for systems operating
at EHF band. In general, the transmitted signals can be distorted by the multipath propagation
as well as the weather conditions. It is important, therefore, to consider not only the influence
of the typical propagation phenomena such as: reflection, diffraction and scattering but also an
interaction of the radio waves with meteorological phenomena and atmosphere itself as well.
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