POLISH ACADEMY OF SCIENCE
COMMITTEE FOR ELECTRONICS AND TELECOMMUNICATIONS

ELECTRONICS AND
TELECOMMUNICATIONS
QUARTERLY

KWARTALNIK ELEKTRONIKI I TELEKOMUNIKACJI

VOLUME 54 ~No 4

WARSAW 2008




EDITORIAL BOARDS

Chairman
Prof. dr hab. inz. WIESLAW WOLINSKI
czt. rzecz. PAN

Members of Editorial Board
prof. dr hab. inz. DANIEL JOZEF BEM — czt, rzecz. PAN, prof. dr hab. inz. MICHAL BIALKO—czt.
rzecz. PAN, prof. dr hab. inz. MAREK DOMANSKI, prof. dr hab. inz. ANDRZEJ HALAS, prof. dr hab. inz.
JOZEF MODELSKI, — czl. koresp. PAN, prof. dr inz. JERZY OSIOWSKI, prof. dr hab. inz. EDWARD SEDEK,
prof.dr hab. inz. MICHAL TADEUSIEWICZ, prof. dr inz. MARIAN ZIENTALSKI

EDITORIAL OFFICE
Editor-in-Chief
prof. dr hab. Inz. TADEUSZ LUBA

TECHNICAL EDITOR
dr inz. GRZEGORZ BOROWIK

LANGUAGE VERIFICATION
mgr JANUSZ KOWALSKI

RESPONSIBLE SECRETARY
mgr ELZBIETA SZCZEPANIAK

Address of Editorial Office
00-665 Warszawa, ul. Nowowiejska 15/19 Politechnika, pok. 484
Instytut Telekomunikacji, Gmach im. prof. JANUSZA GROSZKOWSKIEGO

Editor-on-duty
Mondays and Wednesday
From 2pm to 4pm
Phone number: (022) 234 77 37

Telephone numbers
Editor-in-chief : (022) 825 15 80; (022) 234 73 30
Responsible Secretary : 0500044131
www.tele.pw.edu.pl/keit

Ark. Wyd. 8,00 Ark. druk. 7,00 Podpisano do druku w Iutym 2009 r.
Papier offset, kl. III 80 g. B-1 Druk ukofczono w lutym 2009 r.
Publishing

Warszawska Drukarnia Naukowa PAN
00-656 Warszawa, ul. Sniadeckich 8
Tel./fsx 628-87-77




IMPORTANT MESSAGE FOR THE AUTHORS

The Editorial Board during their meeting on the 18" of January 2006 authorized the
Editorial Office to introduce the following changes:

1. PUBLISHING THE ARTICLES IN ENGLISH LANGUAGE ONLY

Starting from No 1°2007 of E&T Quarterly, all the articles will be published in
English only.

Each article prepared in English must be supplemented with a thorough summary in Polish
(e.g. 2 pages), including the essential formulas, tables, diagrams etc. The Polish summary
must be written on a separate page. The artlcles will be reviewed and their English
correctness will be verified.

2. COVERING THE PUBLISHING EXPENSES BY AUTHORS

Starting from No’2007 of E&T Quarterly, a principle of publishing articles against payment
is introduced, assuming non-profit making editorial office. According to the principle the
authors or institutions employing them, will have to cover the expenses in amount of 760
PLN for each publishing sheet. The above amount will be used to supplement the limited
financial means received from PAS for publishing; particularly to increase the capacity of
next E&T Quaterly volumes and verify the English correctness of articles. It is neccessary
to increase the capacity of E&T Quarterly volumes due to growing number of received
articles, which delays their publishing.

In case of authors written request to accelerate the publishing of an article, the fee will
amount to 1500 PLN for each publishing sheet.

In justifiable cases presented in writing, the editorial staff may decide to relieve authors
from basic payment, either partially or fully. The payment must be made by bank transfer
into account of Warsaw Science Publishers The account number: Bank Zachodni WBK
S.A. Warszawa Nr 94 1090 1883 0000 0001 0588 2816 with additional note: “For
Electronics and Telecommunications Quarterly”.

Editors







Dear Authors,

Electronics and Telecommunications Quarterly continues tradition of the “Rozprawy
Elektrotechniczne” quarterly established 54 years ago.

The E&T Quarterly is a periodical of Electronics and Telecommunications Com-
mittee of Polish Academy of Science. It is published by Warsaw Science Publishers
of PAS. The Quarterly is a scientific periodical where articles presenting the results of
original, theoretical, experimental and reviewed works are published. They consider wi-
dely recognised aspects of modern electronics, telecommunications, microelectronics,
optoelectronics, radioelectronics and medical electronics.

The authors are outstanding scientists, well-known experienced specialists as well
as young researchers -— mainly candidates for a doctor’s degree.

The articles present original approaches to problems, interesting research results,
critical estimation of theories and methods, discuss current state or progress in a given
branch of technology and describe development prospects. The manner of writing ma-
thematical parts of articles complies with IEC (International Electronics Commision)
and ISO (International Organization of Standardization) standards.

All the articles published in E&T Quarterly are reviewed by known, domestic spe-
cialists which ensures that the publications are recognized as author’s scientific output.
The publishing of research work results completed within the framework of Ministry of
Science and Higher Education GRANTS meets one of the requirements for those works.

The periodical is distributed among all those who deal with electronics and tele-
communications in national scientific centres, as well as in numeral foreign institutions.
Moreover it is subscribed by many specialists and libraries.

Each author is entitled to free of charge 20 copies of article, which allows for easier
distribution to persons and institutions domestic and abroad, individually chosen by
the author. The fact that the articles are published in English makes the quarterly even
more accessible.

The articles received are published within half a year if the cooperation between
author and the editorial staff is efficient. Instructions for authors concerning the form of
publications are included in every volume of the quarterly; they may also be obtained
in editorial office.

The articles may be submitted to the editorial office personally or by post; the
editorial office address is shown on editorial page in each volume.

Editors







ELECTRONICS AND TELECOMUNICATIONS QUARTERLY, 2008, 54 no 4

CONTENTS

A. Szymanski, E. Kurjata-Pfitzner: Amplitude comparator for self-calibration circuit of IR mixer . ..
M. Kachel: Performance of multichannel FX chip with DC Coupled schottky CdTe detector . ......
M. Damavandepeyma, S. Mohammadi: Asynchronous circuits through systemC description ........
H. Niemiec, W. Kucewicz, M. Sapor, P. Grabiec, K. Kucharski, J. Marczewski, D. Tomaszewski,
B. M. Amstrong, M. Bain, P. Baine, H. S. Gamble, S. L. Suder, F. H. Ruddell; SOI monolit-
hic active pixel detector technology for improvement of 1-V characteristics and reliability .. ...
J. L. Fock-Sui-Too, B. Chauchat, S. Nicolau, F. Madrid, P. Austin, P. Tounsi, M. Mermet-
-Guyennet: Experimenta study of power IGBT technologies at large range temperature .......
A. Savakis, M. Lukowiak, J. Pyle: FPGA implementation of a lossless to lossy bitonal image
COMPIESSION SYSEIML L ...\ttt ettt e e e et e e e
P. Pankiewicz, W. Powiertowski, G. Roszek: Hardware architecture of a parallel system for lane
deteCtOn ...

Year contents of Electronics and Telecommunications Quarterly ..............cooooiieeninn. ...
The List 0f the ReVIEWEIS .. ...\t







ELECTRONICS AND TELECOMMUNICATIONS QUARTERLY, 2008, 54, no 4, pp. 469-482

Amplitude comparator for self-calibration circuit of IR mixer
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This paper presents a new sequential amplitude comparator of two sinusoidal signals. It
was designed for calibration circuit of phase shifters leading to better suppression of image
component in the signal path of 2.4 GHz receiver. The experimentally obtained values of
IRR above 45dB after calibration process indicate that image signal rejection is very good.
It enables to conclude that the conception and design of amplitude comparator is suitable.
The design was performed using SiGe 0,35um BiCMOS process.

Keywords: Amplitude comparator, Self-calibration of IR mixer, Image rejection

1. INTRODUCTION

In wireless RF receivers with low IF (Intermediate Frequency) f7r, suppression of
image signals to acceptable level is difficult. It can not be done by application of high
frequency filters due to small interval between useful and image frequencies, equal to
2. fir ~ few MHz. Therefore special mixers are designed e.g. Hartley configuration,
which eliminate (not totally of course) image signal by summing up the components
of opposite phases and identical amplitudes. However effectiveness of this method
depends strongly on process variations and amplitude / phase errors of heterodyne
I/Q components. Hence to improve Image Rejection Ratio (IRR) an initial circuit
calibration should be performed. It may be lead out [1] that
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where %\i is the relative amplitude error and A# is phase error of [, Q components.
Therefore the calibration process has to include two steps: amplitude balancing and
phase correction,

In RF circuits a calibration process is implemented to assure stability of circuit
parameters on process and temperature variations also. The calibration circuit is the
integral part of receiver circuit. Usually a special RC calibration circuit with an external
reference {2, 3] is applied. Sometimes a special calibration feedback loop is used [4]
and [5].

In the last paper the new, effective and simple method of self-calibration applied to
the Hartley architecture mixer was presented. The circuit that implements this concept
contains the amplitude comparator which indicates the relation between I and Q am-
plitudes of image signals and shows the tuning direction of phase shifters (Fig.1). The
self-calibration process is driven by digital control circuit that produces appropriate
control signals for tuning the capacitance arrays in phase shifters (LPF and HPF)
depending on results of amplitude comparison and phase identification processes. The
method was applied in the test chip that was designed for AMS BiCMOS 0,35um
5iGe process and prototyped via Europractice. The measurements show that the value
of IRR was increased by ~20dB, to above 45dB which confirms the validity of this
self-calibration method and also presented in this paper new concept of amplitude
comparator.
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Fig. 1. Self-calibration circuit architecture

The first section describes the elaborated self-calibration method, the second section
describes operation of amplitude comparator, its subsections present simulation and
experimental results and the last one conclusions.
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2. SELF-CALIBRATION METHOD

In Hartley architecture of an image-reject receiver a local oscillator with sine and
cosine outputs and phase shifters + 45° is used to obtain good image rejection (Fig.2).
In theory the 1) and u, components of the useful signal have identical amplitudes and
phases while the image components which have reverse phases are rejected from the
output spectrum after addition (ux). The main drawback of this circuit is strong impact
of mismatches on IRR. Process variations and parasitics existing in real circuits result
in amplitude and phase errors at the adder inputs which leads to non-zero image signal
on the output. In practice for integrated mixers IRR is limited to 20 dB and increasing
its value is necessary.

Let’s consider the circuit from Fig.2. Assuming the image components on the
adder inputs:

=
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Fig. 2. Hartley architecture of IR mixer, where SIG and IM are the input signal and its image
respectively, wyo is the pulsation of local oscillator signal

uyn(t) = Uyysinwt  and ' (1)

uam (1) = Uappg sin(wt + 180° + AD) (2)

where A® is the phase error, we have on the adder output, approximately:

sy (1) = (U — Uapyg) sin it — U 1 AD cos wt. 3)

Therefore to obtain high rejection of the image signal the equalization of the adder
input amplitudes and compensation or minimisation of the phase error are necessary.

In practice the -45° and +45° phase shifters are realized as one-pole low-pass
(LPF) / high-pass (HPF) filters whose magnitudes and phases of the transfer functions
(in the ideal case) are as follows:
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W

1 U,
Auprl =~ WA = — )
1/I+(ﬁj«;) 1/1+(0~)‘;—j—;)
Grpp = CU”Cfg(-—a-)—-), Dppr = z —arctg(}—z—), (5)
WpL 2 WpH

where w,;, and w,y denote pulsations of the filter poles. Hence dependence (3) takes
the form:

wsin () = (UllAuprl - UglAsps]) sin w1 — UllALprl(A® + arctg—— - arctg—2-)cos wt
Wpl, WpH 6
6)

In the ideal circuit the produced relative phase shift is equal to 90° independently on
the input frequency but the equality of Uy and Uapy is achieved only for wy, =
wpr = wip and Uy = Ug. The process variations of R and C values that determine
the time constants in the phase shifters cause that | Appr(wrr) 1#] Agpr(wir) | which
leads to inequality of amplitudes Uy and Uz Moreover, the amplitude error of the
local oscillator quadrature signals U; # Ug may occur. In this case in order to obtain
amplitude balance the following equation has to be fulfilled:

|ALpr(wip)Ur = Agpr(wiplUog,

which will be valid for w, = W, = Wpn = Wy T

1
The relative phase shift between Uy, and Uy, may be compensated by creating the
following corrective phase shift:

ADcpr = arCtgj)" - arctg-& = —AD 7
Wyl WpH

This will be achieved by moving the poles in the opposite directions from w, by

1
+Aw = t—wptgAP (sign + for w,, and sign — for wpy when AD is small). The

moving of poles does not change the amplitude balance when U; = Ug. For Uy = Ug
a small correction of the amplitude balance may be necessary.

It is clear from the above that the task of self-calibration process is to minimize
the amplitude difference and phase error on the adder inputs. This can be achieved by
propet shifting of the poles to get equal amplitudes and generate the phase correction
ADcog. 1t is realized by the tuning filters, which play role of phase shifters in I and
Q mixer paths. Therefore the calibration process has to include two steps: amplitude
balancing and phase correction.

During the first step, the relation between amplitudes U, and U, determines the tuning
direction of both shifters: for U; < U, we have f;, > fir (f;, ~ pole frequency) and the
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pole frequency of each phase shifter has to be decreased (Fig.3a) until the amplitude

balance will be achieved, otherwise both pole frequencies have to be increased (Fig.3b)
)
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Similarly, during the second step the directions of the filter tuning are determined
by comparing the phase relation between the u; and us signals. After achieving the
amplitude balance we may assume Uy = Uy = U, therefore according to (3)

s () = ~U | Agpr | AdDcoswt, (®)

which gives: us;y + coswt, for AD < 0, and wugy + —coswt, for AD > 0, while
u(t)y = Uyppsinet.

The adder output signal us;y is shifted £90° to its input u;. The recognition of
this phase makes the correct tuning of shifters possible until the change of uz;y phase
will be noticed. This event stops the phase correction step. Fig.4 illustrates the idea of
the phase error correction by tuning both shifters in opposite directions.
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Fig. 4. The idea of relative phase shift correction

In the case of A® > 0 the pole frequency of + 45° shifter (HPF) has to be decreased
and the pole frequency of — 45° shifter (LPF) has to be increased. In the opposite case
the change of tuning directions of the phase shifters is required.

A convenient method of phase shifter tuning is digital control of capacitances
creating its time constants. However, it introduces an unavoidable error associated
with the LSB step. Let’s consider the maximum value of the errors for amplitude and
phase correction due to the smallest capacitance change AC. In the vicinity of the pole
the change of output amplitude due to AC is expressed as follows:

d|ALprl

AU1:U1' dC

e, + AC = =rtU, firRAC, ©)
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HAype
AUy=Up - - | aféf zl oz, - AC = nUs firRAC, (10)

Since both shifters are tuned simultaneously and the amplitude balance will be iden-
tified by the change of relation between U; and U,, the maximum relative error of
amplitude balance on the adder inputs is described as follows:

AU |AUy| |AU
—-——}--—l 2 = 2t RAC, (11)

U | u U,
where other possible sources of errors are neglected.

Similarly, for the phase changes caused by the phase shifters LPF and HPF when
the capacitance value is changed by AC we have respectively:

d®;pr
ac

Taking into considerations that the tuning during the phase correction is carried in the
opposite directions, the full phase change due to AC step is AD, = 27 fipRAC.

Assuming IF frequency f;r = IMHz, R = 8.8kQ, AU/U = 1%, A® = 0,5° we
obtain the maximum LSB capacitances AC, = 180fF for amplitude balancing and
AC; = 160 1F for phase correction. It should provide IRR not worse than 45dB after
the calibration process.

The application of the calibration method described above is limited by the mini-
mum value of the switched capacitance used in the capacitance arrays, which depends
on parasitic capacitances of the switches. It also limits the IF frequency to few MHz.
Increase of the number of bits results in increase of capacitance arrays which leads to
the increase of integrated circuit area.

dQpypp

A(DLPF =AC - 75“”" ’w:w,,

’w:w,, , ADppp = AC- (12)

3. AMPLITUDE COMPARATOR

The task of the amplitude comparator is to establish the relation between ampli-
tudes of I, Q components on adder inputs (Fig.1) and to generate information which
of them is greater. The concept of the comparison of two amplitudes of IF (1 MHz)
sinusoidal waves relies on rectifying, storing and providing the DC voltages to the
inputs of comparator with offset cancellation (Fig.5a). The circuit is controlled by the
five-phases clock, which is generated by digital control circuit presented in [5]. The
relations between phases are shown in Fig.5b.

In the circuit only one two-half rectifier is used. It is sequentially switched between
two sinusoidal voltages V1, V2 and two identical storage capacitors C0, C1 (Fig.5a).
Such solution allows avoiding an error caused by two different offset voltages of two
amplifiers and rectifiers.
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Input voltages V1 = Al - A2 and V2 = B1 - B2 (Fig.6) are attached to the inputs
of differential amplifier via two pairs of switches controlled by phases @1, @2.

Each of them closes the switches for 5 IF periods (5us).

The third pair of switches controlled by ® = ®1 + ®2 delivers to the differential
amplifier DC voltages (D1, D2) identical with DC components of input sinusoidal
voltages. Such solution allows avoiding a substantial recharging of input serial capaci-
tors (Fig.6) and therefore eliminates the source of additional errors. The output of the
differential pair is connected to the two-half transistor rectifier that is supplied with
current source 15 nA. Its output (RECT), via identical switches, at phases ®1 and ©2,
is sequentially connected to the identical capacitors CO and C1 (7 pF). They keep the
values of DC voltages for the comparation time. After comparison cycle is finished

these capacitors are discharged to the VDD/2.
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Next the voltages stored on CO and C1 are delivered to the comparison circuit via
the operational amplifier OPA in the follower configuration. The follower prevents
discharging of CO and C1 when they are connecxted to the capacitor C2 = 10 pF
(Fig.7), what would introduce the additional error.
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The comparator COMP is a typical 3-stages one: the first stage is differential; the second
stage contains frequency compensation circuit, which is connected during phase ®3 to
avoid circuit oscillation while the feedback loop is closed. The third stage has push-pull
configuration.

During phase @3 capacitor C2 is charged to:

Veo = Veo + Vorror = Verer + Vorrcomp), where

Vorror, Vorrcomp are the offset voltages of opamp and comparator respectively. After
switching the comparator input from Vg to Ve the comparator negative input voltage
will take the value:

V =Vei + Vorror ~ Ver = Ver = Veo + Veer + Vogrcomp.

Then the comparator differential input voltage will be as follows:

Vincomp = Vrer + Voprcomp =V = Vo1 — Veo

It clearly shows that reference voltage Vrgr and offsets of opamp and comparator do
not influence the comparation result, assuming they are constant during comparison
cycle. The possible errors may result from charge injection effect during the switches
opening.

3.1. SIMULATION RESULTS

The amplitude comparator was simulated with spectre using foundry models of
all devices. Fig.8 presents voltages at selected nodes to detailed illustration of circuit
operation: differential sinusoidal input voltages are rectified giving VRECT that se-
quentially charges capacitors C0O, C1 and produces VOUT1 and VOUT?2 voltages at
the rectifier outputs. Next, voltage on comparator input buffer VCOM and comparator
output VOUT are shown. The last voltage is read out by the digital control circuit at
the end of each measurement cycle and is used at amplitude balancing process.
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Accuracy of comparation is very important because it determines the ability of
s of image signal suppression. Therefore dependence of resolution of compared input signal
cuit amplitudes on value of the input amplitude was simulated (Fig.9).
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Fig. 9. Dependence of the resolution A of amplitude differences on value of this amplitude.
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For amplitude values expected in the system up to ~ 200mV, the minimum resolution
is better than 0,5mV. For amplitude equal 50mV the resolution A = 0,ImV and is
greater for greater signal amplitudes. The relative resolution ¢ defined as the ratio of
resolution A / amplitude [%], is independent on amplitude until 300mV (Fig.10). But
even for the worst corner parameters the resolution is quite enough to use the presented
amplitude comparator for balancing the amplitude of I, Q signals delivered to adder
in receiver signal paths.

1 -
0,9 4

50 250 450

Fig. 10. Relative resolution ¢ of input amplitude differences. Corner analysis

3.2. EXPERIMENTAL RESULTS

The main goal of the measurements was to check the validity of self-calibration

method of mixer with low IF = 1 MHz. The test chip was equipped with some test
pins to IF path but the direct measurements of amplitude comparator were not predic-
ted. It was planed to investigate the full calibration algorithm and the amplitude and
phase calibrations separately also. Therefore full information concerning the amplitude
calibration process was available.
The measurements were performed using two sets of sinusoidal 1 MHz input signals:
1(0°), Q(-90°) and 1(0°), Q(+90°) with various amplitudes enforced on I/Q paths of IF
circuit. These signals were generated in external auxiliary circuit that allow to adjust
amplitudes and phases. The measurements set up with application board were described
in [5].

First the IRR without and with activated amplitude calibration for zero phase error
as a function of starting amplitude imbalance (ratio of 1 and Q component) were me-
asured. The results (Fig.11) confirm proper operation of the amplitude self-calibration
algorithm because it increases the suppression of the image signal substantially: IRR
is increased even by 35dB in the case of great initial imbalance and reaches 48dB.
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Jsgn The best results of IRR after amplitude calibration were obtained for initial I/Q am-
1 plitude ratio in the range 95 — 125 %.
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Fig. 11. Measured IRR when only amplitude calibration was performed in the case of phase error=0
Next it was interesting to measure how the calibration of amplitude affects IRR de-
pendence on value of input voltage amplitudes (Fig.12). The best result was obtained
for 1/Q amplitudes in the range 60 ~ 80 mV.
&0
%0 ./‘/l‘/\\-
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g
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. m - -
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nals: amplitude[mV]
of IF Fig. 12. Changes of IRR versus input amplitudes of calibrated signal. Phase error = 0. Only amplitude
djust calibration was executed
ribed The measurements indicate that the amplitude calibration process goes worse in the case
of small and big magnitudes. It is nearly obvious because for small signals the absolute
error values of possible errors play more important role. In the case of great amplitudes a
’ ?e— generation of harmonics of basic 1 MHz may cause an additional error.
aﬁgﬁ The measurement results of IRR, performed before and after calibration process,
S4B proved the conception and the realization of the amplitude comparator presented in

this paper.
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4. CONCLUSIONS

The presented amplitude comparator was applied in the self-calibration circuit of
IR mixer. It applies sequential rectifying, storing and comparison of input signals which
allow to eliminate differences, which may be introduced by two separate circuits for
two compared signals.
The simulations results indicate very good comparison accuracy of 1 and Q image
components, better than 6=0,2% for typical parameters.
The amplitude comparator was applied in the self-calibration circuit of IR mixer. The
test chip measurements provided IRR better than 20dB in comparison to IRR before
calibration and reach the value of 48dB. It confirmed the validity of the concept and
the design of the presented amplitude comparator.
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This paper describes the performance of multichannel ASIC (called FX) which has
been connected to Schottky CdTe detector by DC coupling. Because of DC coupling, le-
akage current of the detector flows into readout electronics and changes its performance.
The 1-V characteristic of CdTe Schottky detector with guard ring have been measured and
we have performed both simulation and experimental verification of FX IC behavior vs.
detector leakage current. Due to the low values of this detector leakage current (140 pA
for bias voltage of 700 V) performance of FX IC is slightly influenced. Measurements
performed with low values of detector’s leakage current (below 1 nA), show that the gain
of readout channel stays constant with changes of leakage current, while the offset voltage
at the discrimonator input changes linearly of about 4.5 mV per 100 pA of the detector
leakage current. Limitations of DC coupling method are shown based on measurements
with Schottky CdTe detector without guard ring, which produces higer leakage current.

Keywords: CdTe detector, Schottky, CdTe, DC coupled, Multichanne! ASIC, CSA, PZC

1. INTRODUCTION

Cadmium Telluride (CdTe) detectors are very attractive for X-ray medical applica-
tions because of their large bandgap energy that allows us to operate detector at room
temperature. Their high atomic numbers (Zcq = 48, Zr. = 52) lead to high absorption
for high energy X-ray [1]. In recent years pixel CdTe detectors have been widely used,
especially in medical imaging applications [2]. To read signals from pixel detector,
multichannel readout electronics are needed.
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The goal of the reported research was to test the performance of multichannel ASIC
chip — FX24 for operation with DC coupled CdTe detector having in mind future
medical applications. The FX chip was proven to work correctly with AC coupled
Si strip detectors. However, in the case of CdTe DC coupled detector, the front-end
electronics should sink detector leakage current and this could influence the parameters
of the readout electronics.

In this work we present leakage current measurements of Schottky CdTe detector
with guard ring, simulations of the performance of a single channel of the FX chip
with the detector leakage currents. We also give detailed description of measurements
of Schottky CdTe detector connected with the FX chip. Finally we show the limitations
of DC coupling, using for this Schottky CdTe detector without guard ring.

2. DETECTOR TESTS

Standard CdTe detectors which are built as structures of Pt/CdTe/Pt suffer from
charge loss which reduces its energy resolution. This is caused by the low mobility
and short lifetime of holes (107> - 10~ cm?V™!) compared to the lifetime of electrons
(1()_4 ~ 1073 ¢m? V™1 [3]. This low mobility of holes results in charge loss, which
together with large detector’s leakage current, affects the performance of the readout
electronics and reduces energy resolution of the total system.

However, CdTe Schottky detectors have been introduced, with leakage current
strongly suppressed. Schottky CdTe detector is a structure of In/CdTe/Pt where in-
dium is used as the anode electrode and Pt as cathode electrode for p-type CdTe
semiconductor. Schottky barrier is formed at the In/CdTe interface, so one can operate
detector as a Schottky diode. After biasing the detector (by applying several hundred of
volts), leakage current is two orders of magnitude smaller than in standard Pt/CdTe/Pt
detectors. Due to low leakage current CdTe Schottky detectors can be operated at high
electric fields, which allow full charge collection.

In our test we have used CdTe Schottky detector with guard ring [4] from ACRO-

RAD Company [5]. The detector is 1 mm thick, its size is 6.1x6.1 mm?, and cathode
electrode has a size of 4x4 mm?®. To obtain its leakage current characteristics, I/V
measurement has been made in configuration shown in Fig. 1.
Detector was reverse biased by connecting high voltage source from anode’s side.
Cathode current, as well as ring current, were measured using indirect method of
current measurement, the measurements were performed at room temperature. Figure
2 presents measured I/V characteristics of leakage currents of central electrode and
guard ring. As it can be seen applying guard ring to the Schottky CdTe detector,
causes cathode leakage current to be in pA range (120 pA for 700 V bias), which is
at least 10 times less than in standard CdTe detectors [6]. Such low value of leakage
current makes this detector a good candidate for DC coupling connection.
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3. READOUT ELECTRONICS

The FX IC is a 24 channel readout ASIC designed and fabricated in CMOS
0.35 pm process [7]. Fig. 3 presents block diagram of a single readout channel of the FX
chip. Each channel is built of charge amplifier (CSA) followed by pole zero cancellation
circuit (PZC), a CR-RC? shaper, two discriminators and two 20 bit counters.

Charge sensitive amplifier (CSA) is based on folded cascode configuration with
PMOS as an input transistor of W/L = 420 pum / 0.35 um. Capacitance C; of 100 pF
together with channel conductance of parallel connected PMOS transistors array MF0-9
working in triode region provide feedback loop for CSA. Source follower K; provides
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output resistance of the CSA stage of about 0.5 kQ. The PZC cancellation circuit con-
sists of capacitance Cy connected in parallel with fourteen PMOS transistors Mpz0-13
operating in triode region.
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Fig. 3.

Bulks of Mg and Mpy transistors are connected to CSA output through the source
follower K,, therefore the bulk voltage tracks changes of CSA output. Effective resi-
stances of CSA feedback and PZC circuit can be controlled in a wide range (several
MQ to tens of GQ2) by the internal 5-bit DAC. Pulses after second order shaper stage
with a peaking time Tp = 75 ns are selected by two discriminators according to their
amplitude.

Such circuit works properly even up to about 2 MHz of average rate of input pulses.
The noise performance measured with AC coupled silicon strip detector (Cpgr = 1 pF)
is below 150 electrons rms.

Because CSA, shaper and discriminators are DC coupled, and the common thre-
shold level is applied to the multichannel system, a problem of the DC level spread at
the discriminator inputs has been solved by the implementation of a correction DAC
in each channel. Correction offset can be set up in range of 60 mV with 7 bit precision
it is implemented in each channel independently. This can be helpful in operation with
DC coupled strip or pixel detector where we expect the spread of the detector leakage
current between the channels.

4. SIMULATIONS OF READOUT ELECTRONICS WITH A DC COUPLED
DETECTOR

Presented circuit was simulated with the use of HSPICE software. Input of CSA
was triggered with square current pulses (1 ns rise and fall time, 9 ns pulse width) with
various amplitudes to simulate an injection of holes (or electrons). Voltage response at
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the shaper output for positive input current signals with different amplitudes is shown
in the picture below (Fig. 4). In these simulations the detector leakage current was
set to zero. The gain of the front-end electronics calculated from these simulations is
50.4 uV/iel

1,3
1]2 _
114 | Input Charge [el} |
by ' ~C+ 3100
ot O 4500
5 10 | et 6000
7 8000
% =< 9000
&5 9000m L
> :
800,0m- - - & e
7000m v 1 i
0 100n 20n 3Wn 400n
Time [s]
Fig. 4

Because readout electronics is DC coupled with the detector, leakage current from
the detector modifies its parameters. Simulations of leakage current influence on elec-
tronics performance were done by adding DC detector leakage current component
during the HSPICE simulation. Figure 5a shows shaper output for different values of
leakage current.

It can be observed that the offset voltage shifts with the increase of leakage current.
In the range of leakage current 0 — 3 nA offset voltage changes by 112 mV (about
10 %) for setting the CSA feedback resistor to tens of MQ. Also the amplitude of
output signal changes but only by 2 mV (about 0.6 %), so the changes in the offset
voltage are of the main importance. However, in the range 0-160 pA of presented
detector leakage current (Fig. 5b) offset voltage changes only by 8 mV (about 0.6 %).
As it was mentioned, a correction circuit is present in FX chip to reduce channel
to channel DC level spread at the discriminator input. However, it can also be used
for suppressing offset voltage caused by the spread of the detector leakage current is
multichannel system.
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5. MEASUREMENTS OF SCHOTTKY CDTE DETECTOR WITH GUARD RING
CONNECTED TO FX INTEGRATED CIRCUIT

Detector’s cathode was connected to single channel of FX ASIC by DC coupling
(Fig. 6). Guard ring of the detector was connected to ground potential. Anode electrode
was supplied with high voltage. Input signals for readout electronics were generated
by on-chip internal calibration circuit.

This configuration assures that leakage current of cathode electrode of the detector
flows into readout electronics, therefore influence of leakage current can be measured.

Because the FX circuit has a binary architecture, the basic analogue parameters
(offset, gain) can be obtained by scanning the threshold of discriminator for a given
amplitude of input pulses. At the output we measure the fraction of pulses which
exceed the discriminator threshold and trigger the comparator.
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Measurements were performed for different values of leakage currents and different
values of amplitudes of input signals. Making a threshold scan and differentiating the
measured integral distribution we find the peak positions for different values of bias
voltages.

For given amplitude of input pulses the peak position shifts as the bias voltage
of the detector increases from 100 V to 700 V. The changes of the peak position are
linear and for the leakage current changes from 25 pA to 140 pA peak position changes
of about 6 mV (Fig. 7a). From the measurements with different amplitudes of input
pulses we find the gain of our readout electronics. The gain (Fig. 7b) is constant in
the range of applied detector’s bias voltage. It means that the shift of peak position is
caused by the DC level voltage shift at the shaper output and the measured shift of
peak position is in a good agreement with earlier simulations.
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6. DC COUPLING TECHNIQUE LIMITATIONS DUE TO HIGH DETECTOR
LEAKAGE CURRENT

For some applications DC coupling may not be suitable because of large leakage
current of the detector (in range of few nA). One of the reasons of leakage current rise
may be a need to use the detector without guard ring. Detectors without guard ring
are needed when they are used in matrix of sensors, where guard rings would cause
dead space in the detector’s area, decreasing its performance.

Having in mind future applications, simulations of FX24 readout electronics and
measurements with CdTe Schottky detector without guard ring were made to determine
how large values of detector’s leakage current influence the readout performance.

From the simulations performed it can be observed (Fig. 8) that with detector
leakage current rising up to a few nA, gain of readout electronics drops (by 3 % for
2 nA , up to 60 % for 10 nA) and significant shift of offset voltage is present (from
150 mV for 2 nA up to 350 mV for 10 nA).
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For measurements Schottky CdTe 4x4 pixel detector was used. The detector is 1 mm
thick, its size is 4 x 4 mm?. This detector did not have a guard ring. Firstly, five
channels of the detector were DC coupled with the FX24 chip. The rest of channels
were left floating.

Large shift of offset voltage (around 300mV) and gain drop (down to 30 u Vel
was observed from X-ray measurements (X-ray beam energy — 18keV) performed with
detector bias voltage equal to 200 V. Noise estimated from calibration pulses is around
200 el., noise estimated from X-ray measurement is around 250 el.

The same detector was connected to the FX chip via AC coupling (Fig. 9), using
SMD capacitor (47 pF) and SMD resistor (100 MQ). Thanks to the AC coupling large
detectors leakage current does not influence the performance of readout electronics,
so large values of bias voltage can be applied to increase detector’s charge collection.
The gain from measurements is estimated to 51 V/el., which is the same as with low
leakage current DC coupled version. Noise calculated from X-ray measurements is
around 146 el.

chip
47 pF

CdTe g H

iH|

Fig. 9.
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7. SUMMARY

The performance of the FX integrated circuit working with DC coupled CdTe
Schottky detector was presented. Simulations of FX single readout channel were per-
formed with the use of HSPICE software to determine the influence of leakage current
on channel parameters. After connecting the detector to FX chip, measurements were
performed. The data obtained from measurements matches with simulations confirming
that low leakage current (below 1 nA) of CdTe Schottky detector, equipped with guard
ring, have very little influence on FX chip parameters.

However, leakage current of few nA and more causes degradation of FX chip
performance, making DC coupling not suitable for this application. As it was presented,
AC coupling connection between the detector and readout chip can be used to suppress
the influence of leakage current.
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Asynchronous design is fundamentally different and not yet a well-established me-
thodology. An important obstacle to growth of this methodology is lack of CAD tools to
design circuit automatically. The starting point in developing a circuit is its modeling and
simulation. At this paper we will propose an asynchronous library as extension to SystemC
language to enable asynchronous circuit description at the highest level of abstraction. For
this purpose, channel, join, fork, mux, demux, and merge that are basic elements of asyn-
chropous circuits are introduced into the library. Also a tool was developed which extracts
optimized control flow graph and data flow graphs from the high level description. By
using proposed library modeling and designing of efficient asynchronous circuits can be
done without having to deal with detail of asynchronous implementations. Extracted CFG
and DFG were prepared in well-defined form that can easily be used for synthesis purpose,
verification or test generation in later steps of our digital design flow.

Keywords: Asynchronous Circuit, SystemC, High-Level Modeling, CFG and DFG Extrac-
tion

I. INTRODUCTION

As CMOS manufacturing technology scales into deep and ultra-deep sub-micron
design, problems with clock skew, clock distribution, and on-chip communication in
high-speed synchronous designs are becoming increasingly difficult to overcome. On
the other hand, general interest for embedded and portable systems enforces the desi-
gners to think about on power metric in the design. In addition to this difficulty, design
of complex System-On-Chip structures in VLSI circuits produces new challenges. At
this high massive integration level synchronizing all blocks of a large SoC to a unique
global clock definitely decreases the performance of digital system and the clock di-
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stribution tree should expand in all over the SoC, so has a lot of overhead in wiring,
area, and power in digital system.

Asynchronous circuits have potential advantages to become an option in various
application areas. One of the biggest claims to fame for asynchronous logic is that it
consumes less power due to the absence of a clock. Other advantages of asynchronous
circuits are low latency, higher performance, and lower electromagnetic interference.
However, there are some obstacles that avoid asynchronous design to become a fe-
asible solution. One of the most important problems is the lack of appropriate CAD
tools. Designers have to use synchronous tools with tricky modifications to fool them
into thinking that the design is synchronous, making logic design verification, timing
rollups, and race condition checks messy and involved.

Almost all of the languages for asynchronous circuit designs are based on CSP [1]
that hides the details of handshaking protocols.CHP [2], Balsa [3], OCCAM [4] and
Tangram [5] are other examples of asynchronous language. Most of existing languages
for asynchronous system design have different structure from well-known synchronous
system design language (e.g. Verilog or VHDL), so they are specific for asynchronous
design and could not be used instead of synchronous language. Also their simulation
tools are not completely available. In spite of traditional CSP based languages for
asynchronous circuits other effort was also done previously. Hofer et al. [6] present an
asynchronous SystemC library to model asynchronous circuits and especially NoCs.
They introduced some style in SystemC like handshaking, channels, parallel operators
and arbiter that is useful for describing NoC structures. In [7] a method for synthesizing
object oriented structures in SystemC to achieve synchronous circuits was presented.

To overcome difficulty in modeling and simulating asynchronous circuits we propo-
se an asynchronous library for SystemC [8] language. In addition to this library, a tool
which extracts control-data flow structure from Asynchronous-SystemC is presented.
A readable intermediate representation for this flow is proposed to accommodate the
design specification with the vision of optimization capabilities in the conversion step.

Section 2 discuss on features of the SystemC in describing digital circuits, espe-
cially asynchronous circuits. Proposed library components will be illustrated in Section
3. Section 4 expresses steps involved in extracting Control Data Flow structures from
Asynchronous SystemC Code. Section 5 contains related case study to demonstrate the
features of our modeling strategy and the conclusion will be drawn in last section.

2. FEATURE OF SYSTEMC IN MODELING DIGITAL CIRCUITS

2.1. SYSTEMC POTENTIALITY

SystemC is a system design language based on C++ that has been developed in
response to the need for a language capable of improving the overall productivity
for designers of electronic systems. Strictly speaking, SystemC is not a language, but
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rather a class library within a well established C++ language. Hence every feature of
C++ can be used in modeling hardware. Some C++ features like object oriented and
polymorphism enable the designer to use this concept in SystemC to model circuits
and simulate them with available tools. Another superiority of SystemC is the Template
feature and parameterized hardware description, which enables the reusability of design
compared to common HDLs.

SystemC provides event objects and dynamic sensitivity to facilitate hardware
modeling in behavioral model and concurrent software. Most HDLs offer static sensi-
tivity: process respond to events on input signals and ports that are predetermined at
elaborate time. In addition to the static sensitivity, SystemC offers dynamic sensitivity:
processes can wait explicitly on events that are determined at run-time [9]. We use this
feature to promote our asynchronous circuit modeling to synchronize hardware blocks
at run-time. This higher level of abstraction gives the design team a fundamental un-
derstanding early in the design process of the intricacies and interactions of the entire
system and enables better system tradeoffs, better and earlier verification, and overall
productivity gains through reuse of early system models as executable specifications
[10]. SystemC provides mechanisms crucial to modeling hardware while using a lan-
guage environment compatible with software development. Major hardware-oriented
features implemented within SystemC include: Time model, Hardware data types, Mo-
dule hierarchy to manage structure and connectivity, Communications management
between concurrent units of execution, Concurrency model [10].

2.2. WEAKNESS OF SYSTEMSC IN MODELING ASYNCHRONOUS CIRCUIT

In asynchronous design there is no global synchronization clock signal; meaning
that every module operates separately and the synchronization is performed by hand-
shaking signals. Handshake signals can be modeled by channels in SystemC, although
there are some points that must be considered. Suppose that in the handshake channel,
one side put data and the other side takes data when it becomes available. For modeling
this transaction we need a channel that doesn’t store data in a buffer (in other words
it must be memory less). Also the first side must block further action until the data is
taken at the other side. Native SystemC uses sc_signal or sc_fifo; however the former is
non-blocking and the latter is not memory-less so they do not satisfy the requirement
for modeling an asynchronous handshaking.

According to the asynchronous technique requirements, in handshaking modules
some refined channels are necessary to model one-to-many and many-to-one channels;
the first is to implement the fork operation and the second the join operation.

A strong point of SystemC is its simulation kernel that enables us to create events
and handle synchronization. In the following section we will propose a way to solve
these issues.
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3. COMPONENT OF LIBRARY

SystemC implements a discrete time computation model. Processes are basic units
of concurrent activities and are grouped into modules. Modules can contain other
modules, allowing the hierarchical construction of the system model. Processes com-
municate with each other via interfaces, channels and ports, and can synchronize with
each other via events objects. Interfaces define a set of related communication me-
thods. An interface defines an abstract type, and does not implement any functionality.
Ports are declared as being associated with a particular interface. The port’s methods
call the methods of the interface. Channels implement one or motre interfaces. When
connecting two modules together, the channel could offer one interface to one module,
while offering a different interface to another.

In the asynchronous circuits an active process initiates a transaction by sending a
request signal to the passive process. Active and passive processes bind to each other
using channels. An active process may put data into a channel or get data from it.
According to the direction of the request signal and data we categorize channels into
two types: Push and Pull channels where in the first one the direction of the request
signal and data is the same.

3.1. INTERFACES

According to the above categorization, for the process type (active or passive) and
the operation on channel (write or read), we define four interfaces for asynchronous
channels:

e AIF_ACT_WR: Asynchronous active write interface
e AIF_PAS_ WR: Asynchronous passive write interface
e AIF_ACT_RD: Asynchronous active pull interface

e AIF_PAS_RD: Asynchronous passive pull interface

Fig 1. shows the implementation code of AIF_ACT_WR. In Fig 1., put provides a
method to initiate the transaction, probe provides a method to verify the channel status
to know if the data are taken at other side. rd_event returns an event when the pull side
of the channel picks the data. write.block is a method that uses the above methods to
perform a blocking write in the push channel.

template<class T>
class AIF_ACT_WR: virtual publicsc_interface{
public:
virtual void put(const T& data)=0;
virtual bool probe() =0
virtual const sc_event& rd_event() const = 0;
virtual void write_block{const T& data) = 0;

b

Fig. 1. Implementation of active write interface
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3.2. PORTS

Ports to a module are like pins to a chip that enable communication between
modules. According to the section 4.1 categorization we need four port types:
e AACT.OUT: Asynchronous active output port
e APAS_IN: Asynchronous passive input port
e AACT.IN: Asynchronous active input port
e APAS_OUT: Asynchronous passive output port

All implementations are template based increasing the reusability of the descrip-
tion.

3.3. CHANNELS

Channel between modules is like the interconnection and buses between chips.
We implement two types of channel: ACH_PUSH and ACH_PULL channels. The first
channel is a class that derives from AIF.ACT_WR and AIF_PAS_RD interface classes
and implements their virtual methods. The pull channel derives from AIF_PAS_WR
and AIF_ACT RD interface classes. Fig 2. presents a diagram of these concepts. In
Fig 2. the larger arrow shows the direction of data and the smaller arrow represents
the request signal direction.

AlIF_ACT_WR interface AIF_PAS WR inteface

= AACT OUT port Sl APAS OUT pat 5
3 ACH PUSH Chanrel| £ § ACHPULL Chamdl | £
g A28 2
o o]

EEJ, =T -.;@ & = =3
o e || o M
§ APAS IN pcrtw-f/‘// B8 | AN port— §
S | AFPAS RD interface 2 (| € | AFACTRD interface <

@ (®)
Fig. 2. Diagrams of (a) a push channel (b) a pull channel

3.4. SYNCHRONIZATION MODULES

In the previous subsection, we presented a method to model asynchronous syn-
chronization between two modules. Now, we present the synchronization among more
than two channels. Also we introduce the modeling methodology for building blocks
of asynchronous circuits [20], which are a minimum set of components sufficient to
implement asynchronous circuits that contain latches, function blocks, unconditional
and conditional flow controls. The first and second are similar to synchronous circuits,
so we describe the third and fourth.
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3.4.1. UNCONDITIONAL FLOW CONTROL

Fork and join components are used to handle parallel threads of computation.
Forks are used when the output from one component is input to more components;
Joins are used when data from several independent channels needs to be synchronized
— typically because they are (independent) inputs to a circuit. A merge component has
two or more input channels and one output channel. Handshakes on the input channels
are assumed to be mutually exclusive and the merge relays input tokens/handshakes to
the output. For each of these components we present a class where their data type is
template class, increasing their flexibility. Fig 3. presents an example of a join operation
that synchronizes two input stream handshakes since their outputs are synchronized.

#include <systemc.h>
#include "asynch.h" // defined in our library
#include "JOIN.h" // defined in our library
int sc_main (int arge , char *argv[])
{// Module instantiation
producer<char> prA("RandomGenl1");
producer<int> prB{"RandomGen1");
consumer<char> coA("consumerl");
consumer<int> coB{'consumer2");
/{ Channel instatiataon
ACH_PUSH<char> A("ch1"),Async_b("ch2");
ACH_PUSH<int> B("ch2"),Bsync_a("ch4");
// synchronization operation instantiation
JOIN<charint>  join("joinl");
/iModule Binding
prA(A);
prBB);
join(A, B, Async_b, Bsync_a);
coA(Async_b);
coB(Bsync_a);

sc_start(-1);
return 0;
j forl
the
Fig. 3. Synchronize channel A & B by Join
fun
we
mad
3.4.2. CONDITIONAL FLOW CONTROL mo
PA]
MUX and DEMUX components perform the usual functions of selecting among use
several inputs or steering the input to one of several outputs. These components like wri
the unconditional flow control can be described in our library to ease asynchronous ME
circuit modeling in SystemC. Fig 4. shows the implementation of a two-input MUX in wit
our library for push channels. We assume that all three inputs must become available, to
before the output of MUX becomes active. var
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classADD_SUB : public sc_module

{

public:

APAS_IN<sc_uint<8>> A,B;

APAS_IN<bool> C(;
AACT_OUT<sc_uint<8>>R1LR2;
SC_HAS_PROCESS(ADD SUB);
ADD_SUB(sc_module_name name): sc_module(name)
{ SC_THREAD(funcl); }

void funct(}{
sc_uint<8>abrl,12;
bool ¢;
while (true) {
/*Parallel Passive read*/
while((A->probe()& & B->probe()& &C ->probe()))
wait(A->wr_event(}|B->wr_event()|C->wr_event());
A->get(a); B->get(b); C->get(c);
/*Function block*/
if(c){ rl=atb;r2=a-b; }elsec { ri=a-b; 2=a+b;}
/*Parallel Active Write*/
Rl-zput(rl); R2->put(12);
while( R 1->probe() || R2~->probe())
wait(R | ->rd_event()|R2->rd_event());
1}

void func2(){

sc_uint<8>a,brl,i2;

bool ¢;

while (true) {
PAR_PAS_READ(A, a,B, b, C, ¢);
if(c}{ rl=atb; r2=a-b; } else { ri=a-b; 2=a+tbh;}
PAR_ACT_WRITE( Rl,rl, R2, 12}

b

Fig. 4. Implicit synchronization inside the function body
3.4.3. IMPLICIT FLOW CONTROL

An inter-module synchronization was presented by using explicit modules (join,
fork, etc.) in the last two subsections. A flexible way is to synchronize channel inside
the modules, we call it implicit synchronization.

Fig 4. presents an example that implements an arithmetic module. There are two
functions (funcl and func2) in Fig 4. with the same functionality. In the first function
we use the raw capability of our library, whereas in the second one we use some
macros to handle synchronization between channels. Although the first method needs
more lines of code, it is more flexible than the second one. MERGE, PAR PAS_READ,
PAR_ACT_READ, PAR_PAS_WRITE and PAR_ACT_WRITE are macros that could be
used to handle synchronization implicitly. The last four macros were used to read or
write the variables in function body from or to channels in parallel. Parameters of
MERGE macro is a series of input channels and a variable. The macro sets variables
with the activated channel number. For example, in the following line sel_var is set
to 0, if chl becomes active, or it is set to 2 if ch3 becomes active. In all cases the
variable out is set to the activated channel content.
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MERGE(chl1,ch2,ch3,ch4,sel var,out);

The first four macros can be used to implement an unconditional flow control
whereas the MERGE macro is used to implement a conditional flow control inside the
modules.

4, CONTROL DATA EXTRACTION FROM ASYNCHRONOUS SYSTEMC
LIBRARY

4.1. SYNTHESIZABLE CONSTRUCTS

The presented tool extracts control and data flow structures from SystemC 2.0.1
constructs complemented with asynchronous library described in previous section.
Hierarchical description can be done by using SC_MODULE constructs in SystemC.
A repeated sequential task is modeled by means of functions.

According to the asynchronous circuit properties, the communication is modeled
with dynamic sensitivity; thus we employ SC_.THREAD construct in SystemC to model
concurrent blocks inside the module. Concurrent blocks are composed of instantiated
modules and SC_THREAD blocks; these asynchronous blocks communicate with each
other through asynchronous channels. Inside each concurrent block, there exist sequ-
ential constructs such as if-then-else, switch-case, for-loop and function call.

4.2, INTERMEDIATE REPRESENTATION

The extracted control flow determines the execution order of constructs in sequen-
tial bodies (function or sc_thread), as well as blocks dependencies in concurrent bodies
(scmodule). The extracted data flow represents arithmetic and logical operations. It is
composed of operational nodes and their operands edges.

4.2.1. CONTROL FLOW

Intermediate representation for control structures is composed of two types: hierar-
chical and sequential constructs. Fig 5. shows hierarchical constructs, MOD for module
declaration, FUN for function declaration, THR for sc_thread declaration and MDI for
module instantiation are used.
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BOD i chan_list BADLidport It

fnoduk body chan_list o= (chayt
DO, clat = type yridihorane;
FUN;iLpsran lst type = PIPO JATA0

hmetionbody poat st o= {poatyt
HIIE; port = widthers;

T param_let= (paramat

RHT. dir = fputpapa e

Fig. 5. Hierarchical control structures

'+’ expresses one or more iteration, and ‘|’ states alternation between choices. In
these structures “id” is a unique number at each level of hierarchy. The “width” in
above constructs presents data width of channels, ports or parameters. The “type” of
channels is shown with PI (passive in), PO (passive out), Al (active in) and AO (active
out).

¥ _covdroliddfzId. dfePort List; dgPoat List =(dgPortH
{ i dfgldmariablk; dfgPort =dir;paramn,
Fequentisl body di =INjOT T
i, 3+ pararnlist =(paran

EETURN M. dfgld;dfzPort Lt parany=wribk ponstart
chumifarList = (chan®facyr

bop; i dfz1D A gPont List; chanVar=charmeLtriable

p.;;i querdi i body CALL dFmid Tt

PAE_PAS FEAD:idchanWarlist, CALLidfondd peramlist;

PAR_ACT READ:Idchan arLit,

PAR_PAS WEITE i chanWarList,

PaR ACT WHF TR id e WarLis,

Fig. 6. Sequential control structures

Sequential constructs are used inside the body of FUN and THR blocks, where
their order is important in data flow. Fig 6. depicts sequential control structures. In fig
6. “id” represents the order of constructs. The construct “if” is used for the implemen-
tation of if-then-else or switch-case structures, for each of these construct there is an
“if_control” node and some “if” constructs. In “if_control” dfgld is the ID number of
data flow graph used for evaluation of conditions and dfgPortList contains its inputs
and outputs. The body of “if” is executed when “variable” evaluates to a non-zero
value. All “if” constructs which are in the same group, have identical “id” numbers.
“PAR X X” constructs represent channel operations that read channels to variables or
write variables to channels. “RETURN” is used inside the function in place of “return”
in SystemC, “loop” is used for iterative constructs, a DFG is used to compute the loop
condition, and “VA” is used for variable assignment. In these constructs dfgld is the
ID of DFG that computes an expression with its parameters in dfgPortList. “CALL”
constructs are used for function calls where “funld” is the called function ID.
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4.2.2. DATA FLOW

The extracted data flow is shown by means of Data flow Graph (DFG) where
nodes represent arithmetic or logical operations and edges show the flow of data. Each
DFG has an ID that maps to a construct in the control flow.

4.3, IMPLEMENTATION

The flow-graph representation of the high-level description is obtained by parsing
the input Asynchronous SystemC code. Fig 7. depicts the various steps involved in this
methodology. These steps are quite similar to the phases of a compiler, each of which
transforms the source program from one representation to another.

onous SystemC

Asynchr

Fig. 7. Steps involved in Control Data extraction

The lexical analysis phase translates the source program into a stream of tokens,
where each token is a sequence of characters with collective meaning, such as an
identifier, a keyword, an operator or a punctuation character. This stream of tokens is
further subjected to syntactic analysis which imposes a hierarchical structure on them
to verify the syntax of the program. The codes from these two phases are generated
by applying the standard compiler construction tools, Lex and Yacc.

The parsing of the tokens using YACC code imposes a hierarchical structure that
could be visualized as a tree-structure (parse tree). The parse tree that is assumed to
be available is just a conceptual visualization of the syntactic structure of the program.
Explicit codes are required to extract such a parse tree from the YACC code. Specific
C++ codes were used for this purpose in our tool. The parse tree, thus obtained,
is further compressed to obtain a syntax tree in which the operators appear as the
interior nodes, and the operands of an operator are the children of the node for that
operator. The syntax tree is transformed, through another C++ code, into the final
control and data flow graph that depicts the total flow of the control and data in the
original description. Finally some optional optimization can be applied to meet design
constraints in the compilation step.
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4.4. OPTIMIZATION

Behavioral optimization can be implemented in different ways. It can be applied
directly to the parse tree, or during the generation of the intermediate format, or
even on the intermediate format itself, according to different cases. Most optimization
techniques change control and data flows separately, but some of them affect both flows
simultaneously. We use both of these groups in our tool.

The tree-height reduction, constant and variable propagation, common sub-expres-
sion elimination and dead code elimination techniques can be applied to data flow
graphs. The control flow graphs can be optimized by imposing function flattening and
loop unrolling. Another optimization is applied in our tool, which will be useful in
next steps (e.g. synthesizing) that combine multiple DFGs to form one single DFG.
This optimization affects both CFGs and DFGs, where by increasing the number of
operational units in DFG, resource sharing capability increases. This method applies
to parallel blocks within sequential bodies like the case blocks of a switch construct or
blocks of if-then-else constructs. The complexity of this method is O(n), where n is the
number of blocks in the intermediate code of CFG. The effects of these optimizations
are verified in next section.

5. EXPERIMENTAL RESULTS

For proving the effectiveness of our method for modeling and simulation of asyn-
chronous circuits in SystemC we choose JPEG encoder, which is composed of various
blocks and is a suitable case to show the synchronization between modules. All blocks
were implemented with our library in SystemC and are connected to each other through
asynchronous channels. Table 1 presents the number of SystemC lines of code, number
of words and characters. Comments and blank lines in the source are not included in
these numbers.

Table 1
Report of JPEG implementation in SystemC
#LINES #WORDS #CHARECTERS
RGB.2.YCbCr 53 197 1226
DCT 75 283 1597
Quantization 53 200 1267
Zig Zag Scan 93 247 1781
Encoder 128 329 2207
Entropy Coding 63 143 1270
Total 465 1399 9348
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To evaluate our control data graph extraction tool we choose the differential equ-
ation integrator circuit. Fig 8. shows its high level asynchronous description with related
primary extracted CFG and DFGs with no optimization. Table 2 shows extracted para-
meters of CFG and DFGs before and after optimization. In this table “Control blocks”
is a construction used in CFG. And “operation” is an arithmetic or logical operation
that was used in DFGs. In addition to the proposed intermediate representation for
DFGs (in Fig 8.c), our tool generates DFGs in a visualized format of dot.

DFG;000;
IN;x;w_001;8;
IN;dx;w_002:8;
IN;aw_004;8;
OUT;{ 000;w_005;8:
+w_003 w_001 w_002
<w_005 w_003 w_004
GFD;
DFG;001;
INix;w_006:8;
IN;dx;w_007.8;
OUT;x1;w_008;8;
+w_008 w_006 w_007
GFD;
DFG;002;
MNyyw_00938;
IN;u;w_01038;
INydx;w_011:8;
OUT;yw_013;8;
*w 012w 010 w_ 011
+w_013w_009w_012
GFD;

©)

DFG003;
IN;u;w_014;8;
iN;3;w_015;2;
IN;x;w_016,8;
INsdx;w_019;8;
IN;3;w_022;2;
IN;y;w_023;8;
OUT;ul;w_026:8;

*w 017 w_015 w 016
*w 018 w 017 w_014
*w 020 w_018 w_019
-w_021 w_014 w_020
*w_024 w_022 w_023
*w_025 w_024 w_019
-w_026 w_02w_025
GFD;

MODO;PLX 8, PLY ;8;PLUB P;DX;8; P, A;8,A0 Uo;8;

THR;
V_DCL;x;8,;
V_DCL:y;8;
V_DCL;u;8;
V_DCL;dx;8,
V_DCL;a;8;
V_DCL;x1;8;
V_DCL;y1;8;
V_DCL;ul;8,

PAR_PAS_READ:0;X;x;Y 1y Usu; DX;dxs Asa;

loop; 1,000;IN;x; IN;dx; IN;3;,QUT; £ 000,
VA0;00IN; 5 IN ;dx;OUT;x 1;

VA 002N,y INu; INsdx; QUT v 1
VA;2;003:N;u IN x; INudx; INy: OU Tt
VA3:004;IN;x1;OUT;x;NULL_DFG;
VA4;005:IN;yL,OUTy;NULL_DFG;
VA 5,006, Noul;OUT, u;NULL_DFG;

pool;

PAR_ACT_WRITEZ2; Uo; u;
RTH;

DOM; ®

#include "asynch.h"
#include <systemc.h>
SC_MODULE(diffeq){
public:
APAS_IN<sc_uint<8>>X,Y,U,DX,A;
AACT_OUT <sc_uint<g>>Uog;
SC_CTOR(diffeq)
{ SC_THREAD(main); }
wvoid main()}{
sc_uint<®  xyudxaxlylul;
while (true){
PAR_PAS READ(X.x,
Yy, U,u, DXdx, A,a);
for( ; x+dx<a;){
a=x+dx; yl=y+utdx;
ul=u - 3¥%urdx - 3Ryrdx;
x=xljy=yhusul;
}
PAR_ACT_WRITE(Uo, u);
Hh

@

Fig. 8. (a) High-level Asynchronous SystemC of DifEq (b) Extracted CFG (c) Extracted DFGs

Table 2
DifEq before and after imposing optimization
BEFORE AFTER
Number of Control blocks 9 6
Number of DFGs 4 1
Total Number of operation in DFGs 12 10

6. CONCLUSION AND FUTURE WORKS

We presented a library to model asynchronous circuits in SystemC language. Li-
mitation of SystemC in modeling asynchronous channels, handling conditional flow
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control, and unconditional flow control can be addressed by adding this library to
SystemC. Some concepts such as multi channel to one channel, one channel to multi
channel read/write operations in asynchronous channels were elaborated. Early design
modeling and simulation can be done in the first step of the design. Asynchronous
SystemC Library constructs were developed with the view of synthesizability of these
concepts. Next, an automated tool was presented capable of extracting control and data
structures from high level description of Asynchronous SystemC code and optimizing
them for synthesis purposes. As future works we will develop our tool to synthesize the
extracted constructs into asynchronous circuits, and apply some scheduling, allocation
and binding algorithms so that we shall benefit from all advantages of asynchronous
circuits.
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Monolithic active pixel detectors in SOI (Silicon On Insulator) technology are novel
sensors of ionizing radiation, which exploit SOI substrates for the integration of readout
electronics and a pixel detector. Breakdown voltage and leakage current of pixel diodes are
very important parameters of the devices. This paper addresses recent development in the
field of the technology of the SOI detectors, which lead to improvement of reliability and
current-voltage characteristics of the sensors.

Keywords: SOI technology, detectors of ionizing radiation, silicon detector, pixel detector,
monolithic detector, active pixel detection

1. INTRODUCTION

The main modern trend in sensor technology is to integrate detectors with readout
electronics. Such an integrated sensor has usually not only better performance but
is smaller, more reliable and more cost-effective. Monolithic active pixel detectors
in SOI technology are novel sensors of ionizing radiation which integrate radiation
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sensitive substrate diodes with readout electronics in one structure. These sensors find
applications in medicine and high-energy physics experiments.

The development of the SOI detectors was started by the collaboration of ITE
Warsaw and AGH Cracow in 2001 as a part of the SUCIMA project [1]. The basic
structure of the proposed device is given in Fig. 1. The sensor was manufactured using
wafer-bonded SOI substrates. The matrix of radiation sensitive junctions was formed
in a high resistivity 400 pm thick support layer of a SOI wafer and was separated from
electronics manufactured in a device layer by a 1 wm thick buried oxide (BOX). A
more detailed description of the SOI detector can be found elsewhere [2].

Very first versions of the SOI detectors suffered from early breakdowns and re-
latively high dark currents (around 200 nA/cm?) of the sensor junctions located in
the high-resistivity part of the SOI wafer. Moreover, the potential distribution in the
radiation sensitive substrate could be disturbed by readout electronics. As the p-wells
formed in the device layer used to reach the BOX interface, their bias was expected to
cause local potential variations in the gaps between pixels [3].

B CMOS readoul
electronics

sensitive
Substrate

e+ diffusion

* backside contact
Fig. 1. Cross-section of a monolithic active pixel detector in SOI technology

To overcome these problems, modification of the detector structure and improve-
ment of the quality of starting material and technology was required. The effect of
readout electronics bias on the detector operation was minimized by increasing the
device layer thickness from approximately 1.2 um to 4 pm (after device processing).
Due to this solution, the well implantations are terminated far from the buried oxide
interface and the charge collection in the detector substrate was not disturbed. Also
an influence of pixel bias on readout circuitry was much smaller than in the previous
technology. In order to reduce the leakage currents of the radiation sensitive junctions,
some innovations were made to the device technology and customized SOI wafers
provided by NISRC Belfast were used for manufacturing the latest lots of SOI detec-
tors. Details of wafer processing and modifications to the SOI detector technology are
described in the following sections.
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2. SOI SUBSTRATES

The substrates for the latest batches of SOI detectors were fabricated using wafer
bonding and grind/polish technology. The target thickness of the device layer was 5 pm
and the buried oxide (BOX) layer was 1 wm. The 400 wm thick n-type high resistivity
(> 4,000 Q - cm) FZ <100> handle wafers were supplied by Topsil. The low resistivity
(1.5-3.0 Q - cm) active wafers were n-type CZ <100>, supplied by Siltronic.

Vertical integration of the CMOS electronics with the pixel diodes requires a
top quality of electrical interface between the BOX layer and the handle wafer. The
1.05 pm thick BOX layer was grown on the handle wafers using a wet oxidation
(‘hydrox’) process at 1050°C for 3 hours. These substrates were then bonded to the
active wafers, followed by a 2 hours bond strengthening anneal at 1050°C. To ensure
minimal degradation of the high resistivity properties of the handle wafers, optimized
controlled temperature ramps were employed during both wet oxidation and bond
annealing. The final 4.5 um SOI active layer thickness was then achieved by precision
grinding and polishing.

The crucially important BOX-substrate interface was examined using test structures
with matrices of pixel diodes surrounded by double guardrings and MOS transistors
fabricated in 500 nm ion split SOI substrates with similar BOX technology. The latter
was also checked for radiation immunity. The results have demonstrated the suitability
of the SOI substrates for manufacturing ionizing particle detectors for high radiation
environments.

3. IMPROVED TECHNOLOGY OF THE SOI DETECTORS

Early technology of the SOI detector used in the SUCIMA project is described
in [4]. In order to improve the current-voltage characteristics of the latest lots of SOI
detectors, a polysilicon getter layer was deposited on the backside of the SOI wafers
prior to the main technological sequence. This polysilicon layer was then heavily doped
with phosphorus and it was finally used as a part of the backside ohmic contact. To
enhance gettering efficiency, the polysilicon layer was deposited in two separate steps
(processes). Additionally, in comparison to earlier experiments, the parameters defining
the depth of the back ohmic contact (time and temperature of annealing) were optimized
with the assumption that the annealing temperature ought not to be higher than at
any other stage of the manufacturing process. Moreover, similarly to the previous
innovation, the backside was protected against touching steel parts of technological
machinery (which might contaminate the substrate with iron) by a protective layer of
silicon nitride. This backside silicon nitride layer and a part of the polysilicon layer were
removed just before metal deposition at the very end of the fabrication process. Both
these protective procedures, together with use of the customized SOI wafers described
in the previous paragraph, completely removed diode early breakdown phenomena and
considerably reduced dark currents.
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4. EXPERIMENTAL RESULTS

The quality of the pixel diodes was assessed using test structures built of matrices
of 36 junctions (6 x 6) surrounded by double guardrings. Every test structure consisted
of 8 matrices that differed in the layout of the diode and its connection to the readout
electronics. Namely, the window in the device layer ranged from 38 um to 45 pm, the
window in the BOX from 18 pum to 24 pm, and the path width from 9 um to 15 um.
The pixel pitch was 150 um for all the matrices.

Measurements of the test structures were performed for five wafers coming from
two lots. Despite the increase in the device layer thickness, continuous electrical paths
over the pixel cavities were obtained for all the structure types and no short circuit
between device layer and detector substrate was observed. With reference to previous
lots of the diodes produced on SOI substrates, significant improvement of the I-V
characteristics was achieved. Breakdown voltages higher than 100 V were obtained
for 70 % of test structures from the first lot and for 98 % of test structures from the
second lot, as shown by the typical diode reverse I-V characteristics given in Fig. 2.
The leakage currents of reverse biased junctions were also significantly reduced. The
lowest values of leakage current were measured for the matrix with the smallest pixel
width. Normalized diode leakage currents measured at a reverse bias voltage of 70 V
for various positions over one of the wafers are presented in Fig. 3, showing an average
value of only 55 nA/cm?.
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Fig. 2. Typical I-V characteristics of pixel diodes

det:
rec
rac
det
1on
mat




ETQ.

trices
sisted
adout
n, the
5 pm.

from
paths
ircuit
yious
e I-V
rained
m the
ig. 2.
. The
- pixel
70V
/erage

Vol. 54 - 2008 SOI MONOLITHIC ACTIVE PIXEL DETECTOR TECHNOLOGY. .. 511

2

Fig. 3. Leakage currents in nA per cm” measured at 70 V

5. CONCLUSIONS

The technological aspects of the development of improved monolithic active pixel
detectors exploiting SOI technology have been described. The effectiveness of the
recent technology modifications was demonstrated by the measurements of the cha-
racteristics of the radiation sensitive junctions. Recent results in the field of the SOI
detectors indicate that the SOI technology allows for manufacturing of high quality
ionizing radiation sensors. Further development of the detectors involved tests of the
matrices of complete, fully integrated and was reported in [5] devices.
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Aeronautical power electronics applications impose high power density handling and
device operation temperatures, SiC technology not being mature enough, the temperature
limits of silicon devices must be pushed in order to increase current ranges and the amount
of switched power. Device ageing is accelerated and there exist the risk of catastrophic
failure by thermal runaway. In order to design correctly high temperature power systems,
knowing the IGBT characteristics at extended temperature ranges (-55°C, +175°C) becomes
essential. The present work describes an experimental setup and test procedure conceived
to experiment with different available IGBT technologies at temperatures above the limits
rated by manufacturers. The aim is to generate experimental data for the creation of accurate
models with large temperature scale. This will ease prototyping for future development of
IGBT modules in aircraft.

Keywords: power electronics, characterization, aeronautics, test bench, high temperature,
low temperature, IGBT, experimental study

1. INTRODUCTION

The More Electrical Aircraft (MEA) pushes the aeronautical industry to interest
in power electronics. Electrical energy becomes more and more present in aircraft in
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spite of the three other main energy types: hydraulics, mechanics, and pneumatics.
Consequently, the study of power electronics system under harsh thermal environment
related to aeronautics applications is essential.

The use of power Insulated Gate Bipolar Transistor (IGBT) has largely expanded
in the last decades. IGBT devices have become the most convenient device for medium
voltage and current applications range thanks to its good trade-off between switching
speed, on-state voltage drop and ruggedness. Researches in the field of power semicon-
ductor technology are continuously improving switches, increasing the blocked voltage,
the switching frequencies, current density, On-state characteristics [1] and searching to
decrease switching energy losses without degrading On-state performance [2]. Silicon
Carbide [3] presents many favourable properties to produce devices for high tempera-
ture operation (up to 600°C), high frequency and high power applications. However,
the use of this remarkable material encounters important technological problems to be
solved before high power SiC devices can be commercially available. Thus, as SiC
technology is not still mature, it is still worth to push the limits of silicon devices.

As the switched power increases, the silicon junction is submitted to higher tem-
peratures and the device ages faster. The physical properties of the semiconductor
changes; the most significant is the considerable reduction of the carrier mobility. The
main drawback of IGBT devices at high temperature is the enlargement of its inherent
current tail during turn-off. The current tail is responsible of the turn-off losses in the
device. The degradation of the device performances can give rise to thermal instabilities
during switching operation that can lead the IGBT to catastrophic failure.

In this context, the knowledge of IGBT performances and detailed electrical cha-
racteristics at extended temperature becomes essential to system designers. Developing
of device models at these temperatures will permit to increase system reliability. Thus,
it is necessary to dispose of an experimental facility, adapted for the thermal charac-
terization of power devices at high temperature.

In literature many experimental studies are dedicated to explore the possibility of
increasing the junction temperature limit, beyond the limits established by manufactu-
rers, in order to increase power capabilities. Most of them are focused in different ways
on the study of the enlargement of current tail at high temperatures due to increased
carrier lifetime. These thermal behaviour studies suggest that it is actually possible to
operate at high junction temperature avoiding thermal instabilities depending on the
device technology and the switching conditions.

Sheng [4][5] experimentally searches the limits of operating temperature of Punch-
Through and Non-Punch-Through IGBT technologies at high frequency. The NPT
device remains stable above its temperature rated limits (150°C) and it is much less
sensitive to temperature changes than PT structure. The upper temperature limit is
found to be 230°C for the NPT technology. Thermal runaway has been observed for
PT devices, even below 150°C when operated at very high frequency.

Comparative experiments of PT-IGBT and NPT-IGBT structures at high tempe-
rature can be found in [6], [7] and [8] with equivalent conclusions. The current tail,
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product of the stored charge, enlarges notably with temperature in PT devices, and
turn-off losses increase non-linearly. NPT-IGBT is quite insensitive to temperature in-
crease in terms of thermal stability due to the fact that turn-off losses increase linearly.
On the other hand, no fundamental differences have been found in turn-on behaviour
between these two technologies.

Trench technology with local lifetime control is also tested in [9] and [10] at high
and low [11], [12] temperature. Trench structure merits are higher current density, larger
ability against latch-up, lower on-state and better trade-off On-state/turn-off losses than
a conventional planar device.

2. OBIJECTIVE

The present work describes an experimental setup and test procedure conceived
to experiment with commercially available silicon device technologies at temperatures
above the limits rated by manufacturers.

The most rugged devices are going to be used in the power module prototypes
for aeronautics applications. The aim of the test bench is to obtain accurate current
and voltage waveforms from the power components. Exploration of the power system
behaviour at large range temperature will serve to obtain in one hand, a large database
of the components performances, and on the other hand, concerning high positive
temperature, the possibility of reducing size and weight of the cooling system (for the
same power) or to increase the switched power for the same package characteristics,
depending on the results. For the study we choose two of the latest IGBT technologies
components: the Trench-IGBT and the planar SPT IGBT. Conclusions about the tech-
nology that better withstands an extension of its junction temperature range at typical
switching conditions of aeronautics applications are searched experimentally. Finally
results from these experiments and prototyping experience will allow a detailed analysis
and the creation of stored charge models for future technology modifications for high
and low temperature operation. Trench characterization has been realised and results
concerning this component are presented in this paper. Experimental work concerning
the SPT component has started recently.

3. EXPERIMENTAL FACILITY

The experimental facility is conceived to measure I and Vy transient behavio-
ur during turn-on and turn-off (current tail) as well as On-state, blocking voltages
and leakage current. All these parameters extracted at different device temperatures.
The facility is constructed in the Power Electronics Associated Research Laboratory
(P.E.A.R.L) in Tarbes (France).
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3.1. ELECTRICAL SETUP

3.1.1. TEST DEVICE DESIGN

Test devices (Fig.1) are composed of AIN substrates, metal-coated on double faces,
on which are soldered the IGBT or diode die chips. For mainly mechanical reasons,
the substrates are fixed on a copper baseplate. Finally, a plastic material structure is
added in order to encapsulate a silicone gel for the dielectric aspect as well as power
and signal connections for electrical measurements.

Fig. 1. C.A.D. of the test device for general characterization

The test device is built around the die and the “internal layout” is realised by wire
bonding and according to a chopper cell circuit configuration (Fig.2).

Two different test devices and test circuits are used for the electrical characteriza-
tion of the IGBT components and the PiN diodes. For the PiN diode test device, the
electrical configuration of the circuit is the same as for the IGBT configuration test
circuit, except for the position of the loop inductance. Indeed, in order to measure the
current going through the diode, the inductance is placed between the IGBT emitter
and the negative potential of the electric circuit (Fig.3), creating a loop with the diode
and the shunt resistance.
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Test devices are realised in a white chamber. There are two main steps in the
assembling of these power modules. Firstly, the dies are soldered on the substrates,
and in a second step, substrates and connections are soldered on the baseplate and on
the substrates respectively. For this process the setting up of specific tools are necessary
(Fig.4) and operate as process masks.
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Fig. 4. Tools process for the test device
3.1.2. STATIC SETUP

The global view of the test bench for the static characterization can be seen in
Fig. 5. Explanation about the use of the Thermostream airflow is provided in the next
chapter concerning the thermal setup.

Fig. 5. Global view of the static test facility

The test device is used for the static operation mode. Thanks to a high power
curve tracer TEKTRONIX 371A, we are able to make electrical measurement such as
Ice (Vce) and breakdown voltage. For the on-state curves we measure the characteri-
stics varying the command gate voltage. The equipment is commanded by a software
program developed with Labview®. Power cables are used to connect the curve tracer
with the test device inside the temperature chamber.
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3.1.3. DYNAMIC SETUP

As for the previous part, a global view of the facility for dynamic characterization
is shown in Fig. 6. Once more explanation about the use of the Thermostream airflow
is provided in the next chapter concerning the thermal setup.

Fig. 6. Global view of the static test facility

A chopper cell configuration is used to characterize the power components (Fig.7).
The power voltage source, that charges the filter capacitance, is a high voltage Technix
CCR series 5kV equipment, used for the railway tests operations. The High Voltage
supplying the circuit is controlled permanently by a HV probe Fluke 80K-6 and a
multimeter.

:
1
i
ZX ! Loop inductance
\
|
)
)
1
)

v R E—

Fihter capacitance

Driver Ve {oscifloscope)

°P
L
VAN

Ve E
«Avswilloseopel. L

Coaxial shunt resistance
{oscilloseape)

Fig. 7. Dynamic test circuit

The Ice current signal is measured on a TEKTRONIX TDS7054 oscilloscope with
the help of a coaxial shunt resistor. For the gate command, a Semikron® SKHI 22B
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IGBT driver and a low frequency HP33120A generator are used. The IGBT driver is
commanded by a software program developed with Labview® software.

The Vge signal is measured by a differential probe TEKTRONIX P5205, the Vce
signal is also measured by a HV differential probe TEKTRONIX P5210. If necessary,
the current signal across the loop inductance ¢an be obtained from a Rogowski probe
and visualised on the oscilloscope.

The electrical power distribution of the circuit is realised with the help of a busbar
(Fig.8). The basic busbar consists of the superposition of two copper sheets creating
two conductors nearby. The aim is to reduce the value of the inductance significantly
in comparison with the use of power cables. In this case we designed a specific busbar
according to simple rules in order to optimize our system {13].

Fig. 8. C.A.D. of the busbar with the shunt resistance

The transient response of Ice and Vce during commutations turn-off and turn-on
is measured. These curves provide valuable details about the device switching and the
effects of temperature. Especially interesting is turn-off and turn-on losses variation
with temperature.

3.2. THERMAL SETUP

The active power devices under test must be maintained at controlled temperature.
Also, self-heating due to operation during tests must be minimized by giving the heat
an easy thermal path, with minimum thermal resistance to evacuate. Devices under test
are mounted on small metallised ceramic substrates. Both substrates are sold on a Cu
baseplate which temperature is fixed by airflow of constant temperature at its bottom.
The DUT (Device Under Test) is then mounted on a specific device designed in order
to collect the airflow and share it homogeneously at the bottom of the baseplate. The
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whole assembly is placed into a thermally isolated box, where the flow will recirculate

in order to keep surrounding air at the wanted temperature. The principle is shown
schematically on Fig. 9.

emperature controlled airflow

Fhennat 1sofation box l
o bstrate s
D_(L.r Baseplate
e aemn geedd ome
i §

Fig. 9. Principle of the thermal setup

The temperature-controlled air is injected by a ThermoStream® TEMPTRONIC
TP04300 (an instrument for thermal characterization of components) that is connected
to an entry point. An ensemble of thermocouples (T type) is placed on the baseplate -
in order to keep the actual substrate temperature monitored. This lecture will give
also feedback to the ThermoStream®, which will vary the airflow to attain the correct

temperature. Fig. 10 shows the cavity design, with the DUT mounted and the external
box design.

Fig. 10. View of the thermal device with the DUT

The main criterion for the design of the airflow path was simply to integrate it as
much as possible. The aim in doing it was to limit thermal losses during the airflow
transit. The first design for the thermal device integrated the airflow path into one piece
in metal material. However thermal simulation shown that the temperature were not
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homogeneous on the test device. In order to solve this problem we performed fluidic
simulation (Fig. 11).

hant ge test dF

Spont mis)
2042

FLOTHERM

Fig. 11. View of the thermal device with the DUT

Consequently, one can see that on this simulation, the sharing of the airflow at
the bottom of the test device is not sufficiently balanced. The bad thermal sharing is
linked to the bad airflow distribution. Another problem is the intensity of the airflow
inside the device that can reach more than 20m/s. This can lead to an ejection of the
ThermoStream® because of the pressure generated. As a consequent we optimized a
second design of our thermal device regarding data we got from the previous study.
Computational Fluid Dynamic simulations have been performed with FLOTHERM®
software in order to validate the whole thermal assembly. This shows that temperature is
homogeneous on the baseplate and on the devices, and equal to the wanted temperature.
Fluidics simulation (Fig. 12) shows a good behaviour of the whole thermal system, that
impacts on the optimization of the convective exchange coefficient, and consequently
on the thermal response time for the electrical tests.

FLOTHERM

Fig. 12. Fluidies simulation of the thermal system
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4. EXPERIMENTAL TESTS AND CONDITIONS

4.1. STATIC MODE

We performed On-state characterization as well as breakdown voltage measurement
for different temperature steps as shown in Table 1.

Table |
Static test conditions
Positive Temp. [°C] | 27; 50; 75; 100; 125;
150; 175
Negative Temp. [°C] | 0; -15; -25; -35; -45;

-55

Gate voltage [V] 11; 13; 15; 17

In this part, the temperature was an important changeable parameter; we also
measured on-state curves for different levels of gate command voltage.

4.2. DYNAMIC MODE

For the switching characterization, we used several parameters that are resumed
in Table 2.

Table 2
Dynamic test conditions
Positive Temp. [°C] 27; 100; 125; 150;
175
Negative Temp. [°C] 0; -25; -40; -55

Gate resistance: on,off [Q] 50
Voltage [V] 540

Ice Current levels [A] 50; 100; 150
Loop inductance [pH] 300

t

We performed turn-off and turn-on characterization versus the temperature for the
IGBT test configuration and the turn-off phase characterization for the diode test.
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5. RESULTS AND DISCUSSION

Some characterization work has been done and main parameters are presented.

5.1. STATIC CHARACTERIZATION

We measured the basic On-State curve as shown on Fig. 13. For the presented
curve the gate supply is setup to 15V. One can analyse the effects of the temperature
on the component output characteristics.

W)=fT10

0o T=3C
/ 0
b 2 T=66C

00 10 20 we]M 3@ 4@ 50

Fig. 13, Ic(Vce) versus temperature @Vge = 15V

The studied Trench IGBT presents a cross point on the static characteristics. Above
this point equal to about 40A, the component presents a positive temperature coefficient
of the Vcegy. The increase of the temperature induces an increase of the electrical
resistance (for a same Vce, the collector current decreases with the increase of the
temperature). This can be explained by the rising evolution of the intrinsic concentration
with temperature and thus, the decreasing of the carrier mobility. Inversely, below the
cross point, the IGBT presents a negative temperature coefficient of the Veegq (for
a same Vce, the Ice current increases with the increase of the temperature). In this
part of the curve, the carrier mobility becomes a paramount parameter. The decrease
of the electrical resistance is due to the enhanced injection across the P-N junction
with the increase of the temperature. These simple conclusions can be important when
paralleling the power components. Indeed, negative temperature coefficient can lead
to a thermal runaway if the sharing of the heat between the active components is
not optimized. On the contrary, positive temperature coefficient ensures homogeneous
current distribution between components consequently allows easy paralleling and leads
to a stabilization of the thermal.

Forward blocking voltage was also investigated. Fig. 14 shows the evolution of
the Breakdown Voltage versus the temperature. One can observe that the BV increases
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when the temperature increases as well. This is related to the decrease of the ionisation
coefficients representing the rate of ionizing collisions of each carrier charge. It can be
seen that at ambient temperature (27°C) the breakdown voltage is around 1420 V. This
is a good order of value considering that the component is a 1200V voltage rating
and that manufacturers plan in general a 20% margin when designing components.
However at high temperature, although the blocking voltage is higher, one important
disadvantage is the increase of the leakage current. Indeed, the high growth of this
current can lead to a thermal instability. In Fig.14, curves at temperature levels 125°C,
150°C and 175°C are not represented due to the high difference in the current values.
Even if the leakage current can not be seen in this figure, going from one extreme
temperature to the other the current can vary until three orders of magnitude.

B0 o Vdtage =f{T°C}
10
- T=C
Q0EN
—T=4rC
8UEO T=-2°C
QB0 ] e T=0C
'E& —TF=2rC
B 41
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500604 {—
40604 :
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30BN !
2080

=0 g0 O ey W00 120 150

Fig. 14. Breakdown Voltage vs Temperature [°C]

5.2. DYNAMIC CHARACTERIZATION

Since the evolution of the temperature will influence the thermal sensitive parame-
ters, this will as well influence the component behaviour. Figure 15 shows the turn-off
switching for various temperatures at a load Ice current of 150A. The most important
parameter here is the current tail that impacts directly on the switching losses. Due
to an injection of minority carrier in the storage region of the component, the IGBT
needs to evacuate totally the charges before being able to block the voltage again. Thus
the carrier lifetime is an essential parameter. Carrier lifetime is a sensitive parameter
with the temperature and depends a lot on the level of injected recombination centers.
Indeed many processing methods exist in order to control the lifetime of the carrier
going from thermal diffusion of impurity to the use of high energy radiation technique.
It has been found that the lifetime of minority carriers in the drift region increases
when the temperature increases.
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It can be observed that at the low temperature, the carrier lifetime is not as strongly
influenced as for high temperature. Fig. 16 shows the fall time evolution of the Ice
current during turn-off and the Vce voltage at turn-on phase, both curves versus the
temperatures. Ice fall time curve confirms the previous result concerning the current
tail. One can observe that the Ice fall time curve increases drastically with the high
temperature. In fact the value can be multiplied by four times in comparison with the
result obtained at very low temperature.
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Fig. 16. Turn-off (@Ice = 150A)

The over-voltage has also been measured (Fig. 17) still during the turn-off phase.
The decreasing amplitude of the over-voltage (Fig. 18) as well as the decrease of the
voltage slope dV/dt are pointed out.
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As we expected the over-voltage decreases slightly from around 830V to around
720V for a load current of 150A and a supply voltage of 540V. This phenomenon is
linked with the Ldl/dt quantity that diminishes because of the carrier lifetime growth
with the high temperature.

As previously for the fall time, it is possible to evaluate the rise time of the current
and voltage of the component (Fig. 19).
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The Ice rise time is not as influenced by the temperature as the Vce tr is during
turn-off phase. Indeed as we have seen on Fig. 17, the dVce/dt parameter varies signi-
ficantly. In order to link the two curves, it can be observed that in a general way, more
the slope of the dVce/dt is high more the over-voltage is. These data are essential for
system designer in order to prevent failure mode considering EMC aspect notably at
high frequency or RBSOA limit definition.

In order to fully characterize the component the energy curves during turn-on
and turn-off phases have been calculated. We can observe the evolution of the curves
on Figs. 20 and 21. These values are given for the intrinsic characteristics of the
component with an inductive load for each switching cycle in order to calculate the
global power dissipation. Once more, one can notice that the curves don’t evolve the
same way going from ambient temperature to high or low temperature. Focusing on
the Eoff, losses grow faster when going to high temperature than when going to low
temperature. With an approximate calculation and taking the 27°C level as a reference
it can be found that the Eoff increases by around 0,07mJ/°C for the high temperature
when Eoff decreases by around 0,046mJ/°C for the low temperature.

Concerning the Eon one can observe that the amplitude of the curves is smaller
than for the Eoff curves. This can be explained by the fact that during turn-off we have
to take into account the current tail as well as the over-voltage, when during turn-on
phase the current overshoot is the only critical parameter. Regarding the evolution of
the curves versus the temperature, same report as for the Eoff can be made. With an
approximate calculation still taking the 27°C level as a reference, Eon can be found to
grow by around 0,029mJ/°C going to high temperature when it decreases by around
0,01mJ/°C going to low temperature.
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Diodes characteristics have also been investigated. Fig. 22 shows the evolution
with temperature of the peak reverse recovery current. This characteristic of the PiN
rectifiers is an important parameter that induces an additional amount of current in
the transistor power dissipation during its turn-on phase. Consequently it degrades
the reliability of the component. Reverse recovery current occurs when switching from
on-state to reverse blocking state. Just like the IGBT during turn-off, PiN diodes need to
evacuate the amount of carriers accumulated in its i-region during forward conduction
prior being able to block the voltage again.
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These charges are removed with the help of two phenomena: first a large reverse
current flowing through the diode component and in a second time by recombination.
It has be found that the peak reverse current (for a 150A load current) varies from
61A at — 55°C to 103A at +175°C. One can notice that the evolution of the curve
is relatively linear. Another important point is the reverse recovery time (Fig. 23).
This curve indicates the total time that the PiN rectifiers need to entirely recover its
blocking power. The Irr waveform (not represented in this paper) reminds the current
tail waveform of the IGBT seen previously, in the way of the tailing phase especially for
high temperature. The recovery phenomenon leaded by recombination process (because
of the bipolar nature of the component) is very sensitive with the positive temperature.

Ervcor3: Reverse recovery time =1{T°C)

R i

100007 - Raverserecosry fme={T°C) /_«

frios)

o
/

= Tl

2

£
8

B

-1300 250 250 B0 12500 1750
Fig. 23. Reverse recovery time @ turn-off (@Ice = 150a)
Thus the trr is not so far influenced by the low temperature and only vary in a range

of 50ns going from -55°C to 0°C. On the contrary the slope increases significantly
when going in the positive temperature rising by around 30% at ambient value. The
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growth is then relative linear although we can observe that from 100°C the slope
becomes higher. Globally the trr can vary more than double when going from one
extreme to the other. To roughly resume the Irr max value as well as the trr value will
limit the frequency use of the system. Frequency impacting on the dI/dt related to the
peak reverse current and the power dissipation.

Thanks to the test bench we designed main electrical characteristics of the com-
ponents have been investigated allowing a FBSOA and RBSOA limit definition.

6. CONCLUSION

Main electrical investigations, results and analysis of power components are pre-
sented in this paper. Moreover, an experimental setup is presented and shows that
the design of the electrical aspect allows, from a basic test circuit configuration, to
obtain essential characteristics of the IGBT and diode power components. Moreover,
fluidics and thermal simulation permit to design a facility that eases the electrical test
versus temperature by optimizing the convective exchange coefficient and the thermal
response time.

Some characterization work is presented in this paper. Static characterizations as.
well as dynamic characterization have been performed on the Trench IGBT and show
the IGBT dependency with temperature on a large temperature range (-55°C; + 175°C).

This test procedure has been done for the Trench IGBT and the PiN rectifier but
is also valuable for all types of power IGBT and power diodes. This has permitted an
extended experimental study of our components.
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This paper presents an FPGA implementation of a lossless to lossy image compres-
sion system that incorporates region of interest processing. Block Arithmetic Coder Image
Compression is combined with Low-Latency Greedy Flipping Utilizing Forgetful Error Dif-
fusion for loss introduction. The approach allows for perfect quality, associated with lossless
compression, or three levels of reduced image quality, high, medium and low, associated
with various levels of loss introduction. Region of interest processing can be incorporated
arch by adjusting the system parameters for maximum visual benefit. The overall system was
alyse successfully realized on a Virtex FPGA platform.
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1. INTRODUCTION

Near lossless or visually lossless compression requires the introduction of loss
without visual distortion. This is particularly challenging when dealing with bitonal
images, since changing the value of a pixel is always visible and results in lossy
compression. Near lossless compression in bitonal images is desirable and was exa-
mined for error diffused images in [1]. In this paper, we present a lossless to lossy
image compression system with region of interest (ROI) processing that is amenable
to implementation on Field Programmable Gate Array (FPGA) platforms. Lossless
compression is based on Block Arithmetic Coding for Image Compression (BACIC)
[2] instead of the less effective CCITT Group 3 (G3) [3] and Group 4 (G4) [4] methods
or the more complicated JBIG [5] and JBIG2 [6].
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2. LOSSLESS ARITHMETIC CODER

XX XA IX X
XX XXX
AIX1?
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K X
A X
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)]

Fig. 1. BACIC Templates (a) 3-line (b) 5-line; “?* denotes current pixel and ‘X’ denotes context pixel

The BACIC method utilizes a Block Arithmetic Coder [2], which is a simple and
efficient coder that is suitable for hardware implementation As is done in the JBIG
standard [5], BACIC uses two 12-pixel templates (Figure 1) to estimate the dynamic
probabilities py and p, the probabilities that a pixel is 0 or 1 respectively. The three-line
template is used for document images or halftones generated by error diffusion, while
the five-line template is used for halftones images generated by ordered dither. The
pixels of the template are grouped to form an integer, which is a context into a table.
The probability is estimated using a table that consists of two real numbers, r; and s,
as follows:

r,-+A

= 1
P S,’+2A ( )

where i is the context, and A=0.006 is a constant used to prevent overestimating p;.
The quantities r; and s; are

rdn+ 1) =u+a-rn (2)

and

siin+ 1) =1.0+a-s(n) 3

where 7;(0) = 1.0, 5; (0) = 2.0, u is the value of the current pixel and »n is the number
of previous pixels having context i. The constant « is the forgetting factor (a=0.985),
used so that recent pixels have a more significant effect on p,. The block arithmetic
coder uses a binary coding tree to determine the codeword for a variable set of pixels.
The arithmetic coder uses two parameters, po and K, to perform the encoding. Note
that p; =1-pg and K=4096 is a power of 2 equal to the size of the BAC codebook.
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During encoding, the image is traversed in raster scan order and for each pixel p, and
po are computed. Then Ky and K, are found using

Ky = round(K - py) “®

and

K =K -K, )

A tree is built with parent node X and two child nodes Ky and K;. Depending on
the current pixel, either Ky or K; is chosen as the new parent node and the process
repeats until a value of 1 is obtained. When encoding an image, the probabilities change
as the template moves and the r; and s; values change, which warrants the use of an
adaptive tree. This is the process used in the BACIC algorithm, with the exception that
a much larger K value is used to yield better compression results. The next section
presents a method for introducing loss into the image.

3. LOSS INTRODUCTION METHOD

Changing pixel values, or pixel flipping, in a bitonal image is performed in a
manner that decreases the overall encoding length of the image. To introduce loss in
combination with BACIC, the forgetting factor @ in (2) must be ignored, since the
image is processed as a whole. Therefore, « is set to 1.0 and

riin+ D) =u+r{n) (6)

and

sin+1) = 1.0+ 5;(n) (7

Thus, r; counts the number of previous pixels for each context that equal ‘1°, while
s; counts the number of previous pixels for each context. For the loss introduction
portion, let ng(c) and n;(c) denote the number of pixels for context ¢ equaling a ‘0’
and ‘1’ respectively to obtain:

n+A

e 8
P1 no +ny + 2A ()
and
ng + A
=1.0-p; = ———e—— 9
pPo 0=p ng +ny + 2A ©)

Since the values for py and p; are found using templates, flipping a pixel, u,
changes both the encoding length of itself and the encoding length of all the pixels for
which u is a template pixel. The quantity AL, denotes the impact on the code length
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when altering the context of the pixel for which u is context pixel number g. The
change in code length of the entire image, AL, when a pixel is flipped is:

k

AL= ) AL, (10)
g=0

where k is the number of pixels in the context, i.e. for BACIC, k=12. The direct gain

from flipping u to u in context ¢ is [2]

nfe)—1+A
nﬁ(c) + A

Using the notation «’ as the value of the mirror pixel of context pixel number g,
the indirect terms in the sum are

ALy = log, an

ne(Vy) = 1+ A i ne(wg) + A
no(vy) +ni(vy) — 1+ 2A 082 no(wy) + ni(wy) + 24

AL, = log, (12)
where v, is the original context for pixel ¢ and w, is the context for pixel g if the pixel
u is flipped [2]. The rest of this section discusses how to use the values € and AL to
determine which pixels should be flipped.

3.1. LOW-LATENCY GREEDY FLIPPING UTILIZING FORGETFUL ERROR DIFFUSION

The algorithm used for the introduction of loss is Low-Latency Greedy Flipping
Utilizing Forgetful Error Diffusion [2], which provides effective means for controlling
image quality and is suitable for hardware implementation. It requires two passes over
the entire image, one to collect statistics over all contexts, and another to flip pixels.
In the first step, the context for each pixel is found and either ng or n; is incremented
depending on the pixel value. During the second step, the image is divided into blocks
of size 8%x8 pixels. Each block is processed in raster scan order, AL is computed
for each block pixel, and, if distortion control allows it, the most profitable pixel is
flipped. If distortion control does not allow it, the second most profitable pixel is flipped
and so on. The parameter n,,,, is the maximum number of times each block can be
processed. Since only one pixel is flipped on each pass of a block, f,,y is also the
maximum number of pixels that can be flipped in each block. It is desirable to make
fimax a0 €ven number, to allow for complementary flips that maintain the average block
intensity. The perceived grayscale error for each image block is the main distortion
controlling quantity, but a limit g, is set on the grayscale error per block. After
processing a block, its grayscale error is diffused to the other surrounding blocks using
the Floyd-Steinberg weights [5]. Complementary flips, either in the same block or in
neighboring blocks, are desirable because they maintain the overall perceived grayscale
quality of the image. The s parameter is a scaling factor between 0.0 and 1.0 that is
used when diffusing the error. When no flips can be done in a block, the grayscale
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error for that block is multiplied by s before diffusing. This is an important parameter
for the quality of the image, because it can reduce the amount of recorded grayscale
error diffused and allow more pixels to be flipped. The thresholds 7, and 7, are used
to check against AL and the marginal length defined as

€ = —log, p(ulc) (13)

where u is the value of the pixel and c is the context. The marginal length is the number
of bits needed to compress the current pixel, and is less than 1 when compression is
performed. A negative AL value reduces the encoding length of the image and makes
this pixel a profitable flip. One way of getting an even higher compression ratio using
this loss-introduction algorithm is to pass over the entire image multiple times. Since
this increases the execution time for the algorithm and further decreases the quality of
the image, it was not considered here.

3.2, REGION OF INTEREST PROCESSING

Table 1

Loss introduction parameter values

parameter quality
perfect | high | med | low
Pnax 0 2 4 |16
Emax N/A 1025] 2.0 | 16
s N/A | 0.5 1025 0.0

Region of interest (ROI) processing allows little or no loss in regions where objects
of interest are located. The low-latency greedy flipping utilizing forgetful error diffusion
method can be modified to accommodate ROI processing by modifying its parameters
as the image is traversed. Four quality levels are defined for this process: perfect (or
lossless), high, medium and low. Table 1 shows the parameter values associated with
each quality level. The values of n,,, are always set to even numbers to promote
complementary bit flipping. Note that for perfect quality there are no passes through
the block. The g, value for high quality was chosen so that two flips could not
be done in the same block unless they were opposite flips. The parameters 7, and
7, are set to 1.0 and 0.0 respectively for all quality levels. These parameters were
chosen so that any flip that decreases the encoding length of the image can be done
if the parameters in Table 1 allow it. Using ROI processing, maximum compression
efficiency and visual appearance can be achieved.
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4. RESULTS

Initial benchmarking compared the BACIC algorithm with G3, G4, JBIG and
JBIG?2 (Table 2). BACIC performed well compared to these standard methods. Near-lossless
compression results were first obtained by introducing constant loss throughout the
image, without ROI considerations.

Table 2
Lossless compresion results
halftoning method | compression ratio for method shown
G3 | G4 |IJBIG {JBIG2 | BACIC
clustered-dot dither | 0.557 | 0.566 | 3.990 | 4.615 | 4.642
dispersed-dot dither | 0.321 | 0.323 [ 3.627 | 4.449 | 4.608
error diffusion 0.380(0.384 | 1.448 | 1.755 | 1.786
Table 3

Near-lossless compression ratio results

halftoning method quality

perfect | high | med | low
clustered-dot dither | 4.642 | 6.024 |7.57019.526
dispersed-dot dither | 4.608 | 6.267 | 7.595 | 9.440

error diffusion 1.786 | 1.927 | 2.038 | 2.214

Table 3 shows the resulting compression ratios for halftoned images compressed
at different quality levels. Figures 2-4 show near-lossless image compression examples
at various quality levels. Although loss is noticeable in these images, image quali-
ty does not degrade significantly, especially at high quality. As expected, quality is
progressively reduced at medium and low quality levels.
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An example of loss introduction with ROI processing is shown in Figure 5. The
ROI (face region) was processed at perfect quality and the rest of the image was
processed at low quality. Due to ROI processing, the resulting image is acceptable
despite the low quality of the background. The overall compression ratio increased
over 12% compared to lossless compression. In general, the compression improvement
depends on the quality settings, ROI size, image structure and halftoning method used.
Using similar settings for a dithered halftone, the increase in the compression ratio
over lossless compression was over 40%.
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Fig. 4. Near-lossless compression of error diffused image (a) original; (b) high (c¢) medium
(d) low quality

Fig. 5. Lossy cmpression with ROI setting around the facial area; perfect quality inside ROI and low

quality elsewhere; CR=2.236 compared to lossless CR=1.990
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5. FGPA IMPLEMENTATION

The hardware implementation of the lossy to lossless bitonal compression system
was performed on a Xilinx XCV-300 Virtex FPGA. The top level design consists of
four modules as seen in Figure 6: Memory Controller, Divider, Context Generator and
BACIC Encoder/Decoder. The functionality of each of the modules was modeled in
Very High Speed Integrated Circuit Hardware Description Language (VHDL).

GLK(1-bit) Start(1-bit) EncodingDone(1-bit)
/CE(1-bit) JOE(1-bity WE(1-bit) SRAMAdressBus(19-bits) SRAMDalaBus(16-bits)

~~~~~ —— b [CE(1-bil
r——% Command(5-bits)~ g} {1-bit)
- T - CLK(1-b10) B JOE(1-bil)
B WE(1bit) e
] F** ~—-— b SystamDalaBua(44-bits)-a-—b» Memory Controlter B WE(1-bit)
19-bit —n
- Ready(1-Dlt) - )

5 DataBus(16-bits) th— oo

Ar*gwa?*iw;ﬁ%hf‘—#_‘ML Softbl) — [T
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Fig. 6. Top level design

5.1. MEMORY CONTROLLER

The Memory Controller provides the interface between external SRAM memory
and the compression system. Table 4 shows the controller’s custom functions that
have been developed to support the needs of the Context Generator and BACIC Enco-
der/Decoder.. The signals Command, SystemDataBus and Ready connect the Memory
Controller with the Context Generator and BACIC modules. The Command is used to
tell the memory controller which function to perform. The SystemDataBus is used to
pass parameters into the memory controller as well as get return data from the memory
controller. The length of 44 bits was chosen to allow for all commands to be done in
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parallel. The commands that need the largest parameter and return value size are the
GETRI, GETSI, SETRI and SETSI. The GETRI and GETSI both need 12-bits for the
context as an input and 32-bits as the return type. The SETRI and SETSI both need
12-bits for the context as an input and 32-bits as the value for an input. The Ready bit
is used to tell the component using the Memory Controller that the read or write is
finished.

Table 4

Memory controller functions

function name function description

DONOTHING used when the memory controller should be idle

GETIMAGESIZE returns the size of the image

GETPIXELGROUP returns a group of 16 pixels to generate the context and
get the pixel values

GETRI returns current r; for a given context

GETSI returns current s; for a given context

GETFUNCTEMPLATE | returns the function (encoding/decoding) and template

GETWORD returns a word from the compressed data memory block
SETPIXELGROUP sets the value of a group of 16-bit pixels

SETRI sets r; for a given context

SETSI sets s; for a given context

SETWORD sets a word in the compressed data memory block

SETCOMPRESSEDSIZE | sets the word in the compressed size memory block

5.2. DIVIDER

The Divider module is used to calculate the estimated probability p;, as specified
in Equation (1). The Dividend and Divisor are the inputs to the divider block and
the Quotient is the fractional output. The Go bit is used to start the Divider. Through
simulation it was determined that the Quotient needs to be 24 bits in length in order
to provide the precision required by the BACIC Encoder/Decoder.

5.3. CONTEX GENERATOR

The Context Generator module allows getting the value of the current pixel and
its context. It also allows for a set pixel to occur in the case of decoding. The inputs
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xValue and yValue provide the location of the current pixel. The GetContext and
GetSetPixel inputs tell the module which function to perform. When the GetContext
input is asserted, it gets the context for the pixel at the location given by the xValue
and yValue parameters. The GetSetPixel is used to either get or set the value of a
pixel depending on the operation mode. The Ready output tells when the value of the
context or pixel has been returned or the write is complete and is ready for the next
command. The output TheContext returns the value of the context upon a GetContext
command or returns the value of the pixel, in the lowest bit, for a GetPixel command.
The ThePixel input is used for a SetPixel command to specify the value of the pixel.

5.4. BACIC ENCODER/DECODER

The BACIC Encoder/Decoder module performs the actual processing of the image
data. The Go input starts the processing and the Done output informs when the en-
coding or decoding is complete. The majority of the functionality for this module is
implemented using two Moore state machines, one for encoding and one for decoding.
The details of the operations executed during encoding process are shown in Figure
7. The state machine starts in the GETFIRSTCONTEXT state and then goes to the
GETFIRSTPIXEL1 and GETFIRSTPIXEL2. These three states together get the first
pixel and the first context. No r; or s; fetch or division are needed for the encoding
of the first pixel as the p; holds the initial value of 0.5. The get context operation is
done due to a requirement of the Context Generator. With the exception of the first
pixel, the DISPATCH would be the first state to run. In this state the division is started
and while it is occurring, the next context and the next pixel values are found in the
states GETNEXTCONTEXT1, GETNEXTCONTEXT2 and GETNEXTPIXEL. After
the division is completed the WRITERI1, WRITERI2, WRITESI!, and WRITESI2
states write the r; and s; values to the memory. The fetch of the current r; and s; values
is done next in the GETRI1, GETRI2, GETSI1 and GETSI2 states. The encoding is
performed in states ENCODING1 and ENCODING?.
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Fig. 7. BACIC encoding state diagram

The WRITEDATAI1 state checks to see if memory write is required. If not, the
system goes to the DISPATCH state and the process starts all over again. However
when the current node value is a 1 or the current pixel is the last pixel in the image,
then the state machine visits the WRITEDATA?Z2, WRITEDATA3 and WRITEDATA4
states to write the codeword to the memory. After the entire image has been encoded
then the system goes to the WRITEDATAS state and if the encoding is not completed
it goes to the DISPATCH state where the process starts all over. In the WRITEDATAS
and WRITEDATAG states the compressed size of the image is written and the encoding
process is complete.

The operations executed during the decoding process are shown in Figure 8.

The state machine starts by reading the first context, which will always be O but
is necessary to initialize the context generator. The next state, READDATA1 checks
to see if more codewords are needed and if they are, it goes to the READDATA?2
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and READDATAS3. The r; and s; values are read in the GETRI1, GETRI2, GETSII
and GETSI2 states. After that the system goes to the DISPATCH state, which starts
the division to compute p;. After the division is started, the system goes to state
DECODINGT1 and waits for the result. Once the division is completed, the decoding
of the current pixel is done in three steps. After the decoding states have finished, the
current pixel value is known as well as the r; and s; values to be written. The next step
is to get the next context and see if two sequential pixels have the same context. If they
do, then the r; and s; values are not written for the current pixel or read for the next
pixel. If there is not a duplicate context, the system will write the r; and s; values in the
WRITERI1, WRITERI2, WRITESI1 and WRITESI? states. The system then returns
to the READDATALI state where the validity of the current codewords is checked and
the process starts over again. The design used 92% of the chip area, operated at 41.259
MHz clock frequency, and had power dissipation of 546.61mW. The FGPA hardware
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outperformed software implementation in C for both compression and decompression,

as

shown in Table 5.
Table 5
Hardware performance of FPGA system for bitonal compression system (times are shown in ms)
image type Action SW time | HW time | speedup
error diffusion | Compress 462 203 2.28
error diffusion { Decompress | 472 369 1.28
dithered Compress 439 206 2.13
dithered Decompress | 443 371 1.19

6. CONCLUSIONS

This paper presented the FPGA implementation of a lossless to lossy compression

system for bitonal images that maximizes compression efficiency and visual quality. The
system can adjust loss introduction according to quality settings and ROI processing.
The FPGA hardware implementation outperformed software for both compression and
decompression.
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The aim of this paper is to describe i;) detail the hardware implementation of the lane
detection algorithm presented at 15th International Conference “Mixed Design of Integrated
Circuits and Systems”. During introductory research several approaches to edge and line
detection were analyzed, which resulted in optimal combination for future hardware imple-
mentation. The proposed algorithm is based on the Canny edge detector and the linear Hough
transform for line detection. The system was pre-developed using the Matlab environment.
The next step was the synthesizable hardware description using VHDL. A wide range of
testing procedures for structural and behavioral verification was designed. The presented
evaluation of both hardware and software simulation, and synthesis results suggested high

capabilities of designed architecture, which have been proven during real-time hardware
tests of the system.

Keywords: Lane detection, VHDL, Canny edge detection, hough transform FPGA

1. INTRODUCTION

Image processing finds more and more applications nowadays. In particular it is
becoming widely used in autonomous vehicle control tasks, where vision-based systems
have been proven to be superior to other methods of environment navigation. For
real-time image processing, in most cases the implementation of a parallel algorithm
is necessary. Parallel implementations are usually based on either a multiprocessor
Computer or on computer clusters. However clusters of computers or multiprocessor
computers itself are not feasible solution in all situations, because of high power

consumption, size or cost. In such cases a dedicated solution based on FPGA or ASIC
is a competitive proposal.
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In this paper we present a parallel architecture for a complete vision-based lane
detection system implemented in VHDL. The proposed algorithm is based on [5] and
consists of two stages: Canny edge detection [4] and linear Hough transform [1] for
line detection. Having information from these two steps we can calculate the essential
parameters of the road, including the left and right lane and the mid-line of road.

2. THEORY

2.1. THEORETICAL ASPECTS OF VISION-BASED LANE DETECTION SYSTEMS

The most common technique used for a first step of digital image processing is

edge detection. Almost every shape can be described using only its boundaries. If we
can detect edges well enough we will be able to isolate certain items of interest to
further analysis, which is the main idea of image processing.
Before presenting the methodology of edge detection, the idea of an Ideal Step Edge
should be explained. It means monochromatic luminance change along the some arbi-
trary curve. The more rapid the transition, the easier it is to identify an edge. Figs. 1
and 2 show the plot of luminance change for a particular row in an image.

Y- pixels

100 200 300 400 500 600

Fig. 1. Luminance change plot for row y=200 in the image
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Fig. 2. Luminance change plot for row y=200 in the image
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The main problem for any video processing algorithm is Signal-to-Noise-Ration
(SNR) of input data, as every analog-to-digital conversion always results in noise in
analyzed data. Due to that fact many different edge detection techniques have been
developed, from very simple solutions to more sophisticated ones. Fig. 3 presents an
example of noise and quantization error in photography of the road.

Fig. 3. Example of noise distorion and quantization error in road image

In choosing the right edge extraction technique for particular application, it is
important to remember that every edge detector should detect all the edges from the
image, at the same time avoiding false detection. The distance between isolated edge
pixels and “real” edge pixels should be minimal. Moreover the edge detection should
result in one-pixel width edges. Keeping all that in mind, we should choose an algorithm
that combines optimal result and performance for the particular system.

2.2. CANNY EDGE DETECTION

In order to detect road lanes we must use some image segmentation techniques,
such as edge and line detection. We have chosen the Canny edge detector for the first
stage of analysis. This operator is based on gradient calculations to enhance edges,
hence it can be easily implemented in the FPGA structure using 2D convolution com-
bined with the moving window architecture [4]. The following steps that need to be
taken to implement the Canny edge detector. First, in order to suppress any possible
noise in the image, the input data is smoothed by Gaussian convolution (whose mask
is estimated using Equation 1).

2 42
Gowy) = 5o 2D 0
Next, in order to obtain gradient information we must compute the image derivati-
ves in both directions. In FPGA implementation these derivatives can be approximated
by Prewitt operators presented in Figure 4. After performing gradient calculations for
an image, the magnitude or, edge strength has to be calculated. The function of the third
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step, known as non-maximum suppression, is to find edge points which are assumed to
be gradient magnitude local maxima in the gradient direction. We can achieve this by
suppressing all pixels whose intensity is not maximal within a certain neighborhood.
Using simple interpolation of the surrounding discrete grid values in proper direction,
we can compare interpolated values to a gradient magnitude of a considered pixel. If
a pixel value is not greater than these values it is suppressed. Figure 5 and Table 1
explain the idea further.

-1 0 1 -1 -1 -1
-1 1 0 0
-1 0 1 1 1 1

Fig. 4. Example Prewitt operators

Hysteresis thresholding [2], the last step of the Canny edge detector uses high
and low thresholds to finally determine which pixels can be marked as an edge. If
the pixel value is greater than Ty(high threshold) it is classified as an edge and every
pixel with value between Ty, and T; (low threshold) that is in close neighborhood of
it is considered also as an edge pixel. If the pixel value is within the range Ty, and T;
but there is no “edge” pixel in given neighborhood, the considered pixel is marked as
non-edge the same as pixels with the value below low threshold.

Table 1
Interpolation equations
Angle ranges Interpolation equations
0°-45° P, = Py + P(.\-+1,_\-),PB - Prery-1) + Pty
2 2
45°-90° P, = Pieyety + Pierryrn Py = Pty + Piy-ny
2 2
Pleyety + Pty Pioiy-ny + Pl
90°-135° PA - (ey+1) (4\+l,_+l)’PB - (x=1y-1) (xy-1)
2 2
Pioiyy + Py Pleriy= + Pleaty
135°—l800 PA - (=1 > {(x=1Ly+1) i PB - {x+1,y 1)2 {(x+1y)
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Fig. 5. Non-maximal suppression scheme

2.3. HOUGH TRANSFORM

The second stage of the analysis consists of the linear Hough transform for
straight-line detection. We can analytically describe a line in a number of forms.
However, a convenient equation for describing a set of lines uses parametric notation
(Equation 2), where parameter r represents the distance between the line and the origin,
while 6 is the angle of the vector from the origin to this closest point.

r=x-cosp+y - sing 2)

Each point (x;, y;) of the earlier detected edges is transformed into a sinusoidal curve
and accumulated in the (r, 0) space, also called Hough space or the accumulator.
An example of this operation presented in Figure [6]. The resulting peaks in the
accumulator are strong evidence that a corresponding straight line exists in the image.

The Figure [7] presents an example of accumulator for a single straight line in an
image.
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cartesian space Hough space
T T T T

) i N L i L " i i ! . i
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X theta

Fig. 6. Example transformation of two separate points into Hough space

30

250

100 120 140 160 180
theta

Fig. 7. Example Hough space for a single straight line

Given line parameters of extracted with Hough transform right and left lanes of
road, we can easily estimate the road mid-line parameters with equations 3-10 (compare
line segment CD in figure 8).
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Fig. 8. Example of mid-line parameters extraction

3. ARCHITECTURE

(6)

(7

)

®

(10)

As mentioned before, a video-based autonomous vehicle solution capable of perfor-
ming real-time analysis requires a parallel processing system, either a multiprocessor
computer, a computer cluster or an appropriate parallel design dedicated for either
a FPGA or ASIC. Since our vehicle model had some limitations not only in terms
of space availability, the chosen solution was to design a highly parallel pipelined
architecture dedicated for a FPGA core. The main objective was to develop the system
able to produce a new result with every rising clock edge of a system clock, without
any delay. To accomplish this task we designed a complex structure based on cascaded
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FIFO queues. In order to acquire a fully scalable architecture each FIFO was imple-
mented using Block RAM [6] embedded in target device. Thanks to the proposed
structure we achieved the moving window architecture that implemented all our initial
requirements. Having the core of the proposed system, our next aim was to implement
both the Canny edge detection algorithm and the Hough transform, in a synthesizable
form for the FPGA platform.

3.1. CANNY EDGE DETECTION

3.1.1. GAUSSIAN BLUR MODULE

As described in the Theory section of this paper, the first step of Canny edge
detection is filtering out the noise from the image, using Gaussian blur operation. The
implementation based on FPGA requires designing a module capable of calculating a
2D discrete convolution with a fixed-point value mask. For the discussed system we
chose a 5-by-5 mask pre-calculated in our Matlab implementation. Unfortunately, the
coefficients of Gaussian mask are real numbers in the range < 0; 1 > which cannot be
represented in the synthesizable syntax of VHDL does. Therefore we chose to use the
fixed-point arithmetic, and the IEEE-proposed package for VHDL [2] implementing
both fraction representation and all necessary arithmetic operations in a digital circuit.
For our design we chose a representation with total word length ten bits (one sign-bit
and nine fraction bits). The results for the mask, calculated with both floating and
fixed-point precision, are given in Figs. 9 and 10.

0.0005 | 0.0050 | 0.0109 | 0.0050 | 0.0005

0.0050 | 0.0521 | 0.1139 | 0.0521 | 0.0050

0.0109 | 0.1139 | 0.2487 | 0.1139 | 0.0109

0.0050 | 0.0521 ] 0.1139 | 0.0521 | 0.0050

0.0005 | 0.0050 | 0.0109 | 0.0050 | 0.0005

Fig. 9. Used Gaussian mask, floating-point precision
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0.0000 | 0.0059 | 0.0117 | 0.0059 | 0.0005

0.0059 | 00527 | 0.1133 | 0.0527 | 0.0059

0.0117 | 0.1133 | 0.2480 | 0.1139 | 0.0117

0.0059 { 0.0527 | 0.1133 | 0.0527 | 0.0059

0.0000 | 0.0059 | 0.0117 | 0.0059 | 0.0005

Fig. 10. Used Gaussian mask, fixed-point precision

The shown difference in coefficients was acceptable in terms of noise filtering, and
fixed-point mask was implemented as a Look-Up-Table for calculation. In Gaussian
blur module we introduced buffering method similar to the method used in the moving
window architecture. In this way we accomplished a fully parallel synthesizable design
of a video noise reduction module capable of producing a result without any delays.

3.1.2. DERIVATIVE CALCULATIONS MODULE

The second step consists in calculating the derivatives of the image in both ho-
rizontal and vertical direction. As described earlier in hardware implementation we
used the Prewitt operators which are based, similarly to our Gaussian blur module,
on 2D digital convolution, but since the masks used here have integer coefficients, the
implementation was much easier then previous module.

3.1.3. NON-MAXIMAL SUPPRESSION MODULE

Non-maximal suppression is the next step of Canny edge detection. The algorithm
of this module was presented earlier in Theory section. First the values of two deri-
vatives are combined together using the taxicab norm. Originally instead of taxicab
norm, Euclidian norm was used. However this approximation simplifies implementa-
tion, without significant influence to the results. After having calculated the gradient we
can suppress false maxima from the created data. Since we need to know the values
of surrounding pixels we created another cascaded buffer inside the module, quite
similar to buffers used in Gaussian blur and derivative modules. The equations were
directly inherited from the Matlab implementation. Again, using the moving window
architecture we have managed to parallelize another step of the Canny edge detector.
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3.1.4. HYSTERESIS THRESHOLDING MODULE

Final step of the Canny edge detector is hysteresis thresholding. Basing on neigh-
borhood of analyzed pixel we can determine whether this pixel can be classified as
an edge pixel or not. The result yielded by this particular module is a one-bit value,
where logical “1” corresponds to an edge pixel and “0” to a non-edge pixel.
Example results of the RTL code simulation for Canny edge detector are presented in
Figs. 11 and 12.

Fig. 12. Implemented Canny edge detector

3.2. HOUGH TRANSFORM MODULE

The second part of the system consists of isolating straight lines from the image.
Having information about all existing edges in the data stream, we can calculate the
r and O parameters of each possible line with the parametric Equation 1 describing
Hough transform. The module processes data, giving results for e (-90°;90°) with 3°
step, which gives us sixty 10-bit r values corresponding to sixty values of parameter
0. Calculations of sine and cosine functions were implemented using Look-Up-Tables.

The original design implied building a Hough space using a serial algorithm.
Therefore, we intended to implement this particular function in an embedded PowerPC
core. The architecture of this design is presented in Figure 13.
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Fig. 13. Original architecture of the system

However, recently we have managed to parallelize the process of creating the
accumulator and create a synthesizable VHDL code describing the appropriate module.
The basic idea is to use sixty BlockRAMs. In each memory block we increment the
value of the cell, whose address is given by the calculated value r. In this way we can
increment sixty values at once, still having a fully pipelined system.

Building the Hough space is not only part of the serial algorithm mentioned before.
The second part is isolating two most dominant pairs of values (6, r) corresponding
to two lines in the image. Since we already had a parallelized accumulator, we have
created an additional module, an instance of which is connected to each BlockRAM
(60 modules total), that stores the maximum value and the address of the corresponding
memory cell. Each time a new set of parameters r is calculated, the module compares
the value it currently stores with the new incremented one. If the new value is greater,
then it is stored together with the address of a particular memory cell with the new
maximum. In this way we have the maximum value in each BlockRAM. The outcome
of each module is compared with outcomes of other modules, resulting in two pairs
of values (0, r) corresponding to two lines we are looking for. The modified version
of the system is presented in Figure 14.
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Example Matlab simulation results of the Hough Transform are presented in Figs. 15
and 16.

Fig. 16. Matlab result of road mid-line estimation
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4. REAL TIME VERIFICATION

After extensive software-based verification executed in Mentor Modelsim testing

environment we have decided to prove real-time capabilities of the designed architecture
by testing it in FPGA device. Therefore we have developed hardware processing unit
to adapt video signal from Analog’s Devices ADV7183B 24-bit A/D converter to
our needs. In default configuration output of device mentioned above is compliant to
ITU-R Recommendation BT.601 (YUV 4:2:2), while our system requires input in RGB
standard.
Also due to limited memory resources on our testing platform (Digilent Inc. Virtex
II-Pro Development Board — presented in figure 17) it was necessary to avoid buffering
input video signal. Input data is received from Digilent Inc. Video Decoder (figure 18)
then processed and directly displayed on a VGA compliant device. At MIXDES 2008
conference we demonstrated real-time processing of the video signal obtained from
the camera mounted on a car.

Three high cutment power sugplies
with Cantinus monitonng

Ftaliorm
Bovwer Fiagh fof
conrwolor slc‘ring
and switen FRgA
sanfig
uraficns
xs0a B
Wideo JGHZ port
Part for FRGA,
sprdige
urafons
. Compacs
SATA / Tiash o
connghors 5 prset for
for Gigadit I FRGA
seria Y0 \ oottty A
3 renorvahie
Rborags
00
Mi!g;g;\ﬁf ~ SMA connectars fo i Yoty )
Glygabit sedal 1O ol e, P&
i b5 st ¢ mouse aest
hayboand
il
Steres
audin via oy
AcsT RS8-232
sosec \& 10 senalport

High-speer axparision connector  Buttons, swilches, Low-spend axpansion conndeiar
seenpattls with Digitens boards and LEDs corpatible with Digilen] boasds

Fig. 17. Testing platrform (XUP-V2P




560 PAWEL PANKIEWICZ, WOJCIECH POWIERTOWSKI, GRZEGORZ ROSZAK ETQ.

Fig. 18. Digilent Inc. Video Decoder Board

5. CONCLUSION

In order to develop a vision-based lane detection system, a highly-parallel pipeli-
ned architecture was proposed. Simulations and hardware verification proves that the
presented solution is suitable for real-time video analysis. The design was developed
in a modular way which makes future modifications possible to implement.
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The paper compares accuracy and measurement range for two techniques of multiple-se-
nsor measurement of ion concentration in water with potentiometric jon selective sensors: a
single-sensor-at-a-time measurement and multi-sensor Data Fusion based measurement. A
problem of entangled measurement ranges is defined and a rational solution presented.

Keywords: calibration-based measurement, measurement uncertainty, potentiometric sen-
sors, Nikolsky-Eisenmann model, non-linear least squares model fitting

1. INTRODUCTION

Data processing of raw measurements is commonly used to provide requested ac-
curacy, precision and measurement range of measurement instruments, despite limiting
non-ideal properties of sensors used — such as nonlinearity, drift of sensor responses
and ageing. For chemical sensors, such as potentiometric ones [1,2] (to be considered
here) there is a need for compensation of other, chemistry specific effects: finite sensor
selectivity towards interfering ions (“matrix effect”), dependence of quasi-linear measu-
rement range on activity of interfering ions, indirect influence of sensor responses by
ionic strength of the water sample. This paper presents the problem of activity estima-
tion of selected ions in clean water from the mathematical/metrological perspectives,
Two measurement techniques will be formulated — a basic (single-sensor-at-a-time)
Pre-Calibration based Measurement (PCM) and its multi-sensor extension, based on
Data Fusion (DF) concept [3]. The paper presents some new information on systematic
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inaccuracy of the two approaches. The work reported here is a part of the author’s re-
search activity in the EU FP6 Water Risk Management in EuRope (WARMER) project
[4], which intends to create a Web enabled water quality monitoring network, integra-
ting modular multi-sensor in-situ probes and satellite remote sensing — in response to
the EU Water Framework Directive [5] request.

2. PRECALIBRATION BASED MEASUREMENT (PCM)

For potentiometric sensors, which are considered in this paper, dependence of its
steady-state voltage on activity of ions that are present in the water sample, can be
approximately described with the classic Nikolsky-Eisenmann (NE) model' [6]:

I
U= U+~ g() " K- ™), where K = 1 )
m j:l
am, Zm denote molar activity and charge number of the main ion (the sensor
is most sensitive to), while a;, z;, j # m denote activities and charge numbers of
the remaining (interfering) ions of the same charge sign. Selectivity coefficients K, ;
quantify interfering influence of the j-th ion onto the sensor response (the smaller
the better). Uy denotes an ion-independent offset voltage, while the slope parameter

S = In(10) -V, where Vy = kT/q = RT/F is the familiar electro-thermal potential [7].

-0.05,

| lgla)=20 |
oo lglay)=-3.0

0.1} |
! {7 ideal response |

lg(a l)

Fig. 1. Example response function of a potentiometric sensor (with selectivity K;,=0.001} for two
activity levels of an interfering ion. The circles mark Limit of Detection (LOD) points [7]

! There are models, which describe sensor behaviour more accurately, especially for mixtures of ions
with different ion charges {8,9]. However, the NE model represents sensors sufficiently well to expose
fundamental difference between presented approaches to ion measurement.
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Fig. 2. Example dependence of activity coefficient on ionic concentration ¢, charge number z and
effective ion diameter ¢, for 0.1M lithium acetate ISAB

It is seen from equation (1) and its example visualisation in Fig. 1 that dependence
of sensor response on logarithm of ion activity is pretty linear for activity level at least
a decade higher from the “knee-point” abscissa located at the value:

1
~ Zm/z'
Gn= ) Kpa™ @)
J=1,j#m
which is apropriately called a Lower Detection Limit (LOD) [7] — as it vaguely deter-
mines the lower measurement range for single sensor measurement.
Users of chemical sensors are usually not that interested in ion molar activity a ;as

they are in molar concentration ¢ ; of each ion. Relationship between the two notions
has a deceivingly simple form:

aj=c;-y; 3)

Unfortunately, the activity coefficient y ; in (3) depends on concentrations ¢; and charge
numbers z; of all ions in the solution, via so called ionic strength J [7]:

AV 1
R Irr e DI @
J

A, B coefficients in the Debye-Hiickel formula (4) denote some temperature dependent
constants, while ¢; stands for effective diameter of the j-th ion. As the Fig. 2 shows the
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activity coeflicients can be much different for different ions of the same water sample.
To reduce measurement uncertainty due to changing ionic strength of the sample (which
might be due to concentration variations of ions, which do not influence the sensor
response directly) — chemists add some concentrated solution called Ionic Strength
Adjustment Buffer (ISAB) to the sample. ISAB does not chemically affect sensors, but
makes the activity coeflicients constant — as seen in Fig. 2. In what follows we assume,
that activity coefficients are made constant by suitable addition of ISAB to all liquids
used (including the sample). Necessary dilution of the liquids with ISAB is assumed
to occur prior to the measurement, and so the formulae to follow do not contain other
terms related to ISAB than activity coefficients.

2.1. THE BASIC PCM MEASUREMENT METHOD

For sufficiently high concentration of the main ion the nonlinear NE model (1)
simplifies to the following Nernst model, which is linear w.r.t. the frequently used
logarithmic measure of ion concentration p,, = lg(c,,):

U=Up+ 2 lgan) = To + > ppy whete Uo = Up + lglrm)  (5)
1 ZWZ Z 1

Having the sensor calibrated prior to actual sensor contact with a water sample under

test — the main ion estimate can be calculated by inversion of the model w.r.t. a,,, or

if the activity coefficient is known - also w.r.t. ¢,, or p,. Such a measurement proce-

dure, called basic Pre-Calibration Measurement (PCM) technique, will be a reference

technique for this paper.

Unfortunately, when the simple model (5) is not sufficient, because of non-negligible
interferences — application of the same basic PCM technique complicates. If e.g. NE
has to be used — it is still possible to find a function, which inverts relationship a,, = U
of the following form:

[

\ ZnlZ (U
Ay = Vy — L Ky a/.’" ', where v, =107 W= (6)

J=1,j#m
Unfortunately the above function is in fact dependent on activities of interfering ions,
which are not determined in the basic PCM — and so their variability creates additio-
nal measurement uncertainty. The basic PCM technique does not use information on
interfering ions and so estimates activity of the main ion as follows:

sz = IOVm or otherwise Ig (&m) =V (7>

The relative inaccuracy of the basic PCM technique (bias of a,, estimate), which is a
measure of this uncertainty, can be expressed as [11]:
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From (2) and (8) one can see, that at the LOD point the inaccuracy of activity
estimate is 100%, which is too large for water monitoring applications (which typi-
cally require 10% to 20%). The author proposed in [11] a Data Fusion approach to
reduce inaccuracy in such measurement situations. The main idea has the following
components.

e Instead of one sensor sensitive to the ion of interest — many sensors are used,
sensitive also to (at least major) interfering ions.

o All the sensors are calibrated such as to determine relevant selectivity coefficients
of each sensor.

All the sensors are exposed to the same set of liquids (including the sample).

Read-out data from all sensors are merged (fused) so as to get estimates of the ion

of interest with smaller inaccuracy.

Initially the approach was introduced for a multi-sensor generalization of the basic
PCM technique (see the following subsection), but was later developed using other
measurement protocols, notably the Standard Addition Measurement (SAM) (see e.g.
[4,12]). In this paper only the PCM technique will be discussed.

2.2. DATA FUSION BASED PCM

Pre-Calibration Measurement (PCM) is a two-phase procedure. The first phase
calibrates sensor models, while the second phase interprets sensor read-out with the
calibrated model. The basic measurement procedure, detailed in Sec. 2.1, uses a single
sensor (at a time). In this section its generalization is introduced that is able to measure
Jointly (as opposed to one-sensor-a-time) with M > 1 sensors. Such a multi-sensor
measurement technique will be called Data Fusion based PCM, or DF-PCM for short.

The PCM procedure assumes availability of a parametric model of each sensor:

U™ = g,(a,b"™) )

For our sensors U™ denotes steady-state voltage response of the m-th sensor, after

exposition to a solution (sample or standard liquid) with ion activities given by the
I-element vector a.
The first phase of DF-PCM requires K expositions of the sensors to different stan-
dard liquids; each time a complete set of sensor read-outs is obtained: U®V, . %M
k = 1,..,K. Concentration of ions in the standard liquids will be denoted with a set
of I-element vectors s',....s"7. Thus the vector of model parameters b for the m-th
sensor can be determined by least squares model fitting (optimization):
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K

: (cal) _ (ca!) (ml) (k) ((al) o~ k)
min {(b)F,,, (b) = ;( rmi 6%.b)) } r“Da,b) = gu(a,b) - U4 (10)

(ul)

Weighting coeflicients w, " can be used to emphasise measurement data with small

uncertainty. If inaccuracy of calibration measurements U%*™ can be represented as
independent Gaussian random numbers with 0 mean and standard deviations o7,
than w(”]’!) 1/owm give estimate of b with lowest dispersion. Let us note, that for
models that are linear w.r.t. b (e.g. (5)) we have in (10) a linear least squares problem,
for which extremely efficient algorithms exist. Unfortunately it is not the case even for
NE (1) and not to mention more complicated models [8,9].

The second part of DF-PCM procedure requires that all sensors are exposed to
the water sample under tests (with unknown activities a of the ions of interest) and
read-outs U of each sensor are taken. For sufficient number of sensors sensitive to all
I ions it is principally possible to evaluate estimates @ of the ion content in the sample
by inverting the sensor models — solving e.g. the following optimization problem:

M

: mes mes £ omn\2 mes ~
m;n{Ff,,"“%a):Z(wf,;"e”-rf,, (@, b)) } ry(a,b) = ga(a,b) - U™ (11)

m=1

As formerly, weighting coefficients w'°® can be used to emphasise measurement da-

ta with small uncertainty. In chemical measurement practice it is realistic to expect
estimation of only a small subset of ions that can potentially be present in water. It
means, that the optimization problem (11) is solved w.r.t. the subset of the whole
vector a. Remaining ions parametrize thus obtained solution, and so they are a source
of measurement uncertainty. Quantification of that uncertainty is presented next.

2.3. ACCURACY OF SINGLE AND MULTI-SENSOR PCM TECHNIQUES

Let us compare inaccuracy of the single and multi-sensor PCM techniques caused
solely by presence of interfering ions in the water under test. Inaccuracy of models and
optimization algorithms as well as read-out inaccuracy will be assumed negligible.

To simplify presentation let us re-order the vector a of all 7 ion activities, so
as to create two sub-vectors. The first N components constitute the sub-vector of
measureable ion activities 2", while subsequent / — N components — the sub-vector
of non-measureable ion activities a”™*), Let us also assume, that the number of sensors
is equal to the number of measureable ions (i.e. M = N). Let us also denote with v a
N-element vector with the following components:

Yi-Ug

v = 109 i=1,--- M 1 (12)
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Ui, Uy, S denote read-out value, offset voltage and slope parameter of the i-th sensor,
respectively. For M = N the least squares optimization problem (11) becomes a set of
non-linear equations that can be cast in the following form:

-aZK, WSoi=1,....N (13)

To simplify presentation even further let us assume equal charges of all ions in
the vector a. Then the non-linear equations (13) become a set of linear equations:

X K(mfs) K(nmes) ] { a("ms) ] v (14)

a(nmes)

K \-—-—--—.\,-———_/
a
where K is the N by N sub-matrix of the matrix K of all selectivity coefficients,
corresponding to the vector a"*) of measureable ion activities. K" is the remaining
part of the matrix K, that corresponds to non-measureable ions.
The estimate obtained with the DF-PCM method, and denoted with vector a"ePf),

is obtained from (14) by assuming, that no non-measureable ions are present in the
sample.

a(mes,DF) — [K(mes)}—l .y (15)

The vector AP of inaccuracies (systematic errors) for DF-PCM estimate a"¢>PP

(and caused by presence of non-measureable ions) can thus be found from (14) and
(15) as:

A(DF) - a(mes,DF) _ a(mes) - [K(mes)]~1 LK (mes) a(nmes) (16)

For the basic PCM method the estimate of measureable ion activities is expressed
as:

a(mes,PCM) =v= K(mes) , a(mes) + K(nmes) , a(nme.y) (17)
Thus the error vector of this estimate can be expressed as follows:
A(PCM) — a(me.s-,PCM) - a(mes) =AK - a(mes) +K(nmes) . a(nmes) (18)
APCM,)

where AK = K- diag(K™*) = K"~ Iy and Iy is the N by N diagonal matrix of
ones. Let us note, that components of the PCM error vector are always non-negative,
because all entries in selectivity matrices and ion activity vectors are non- -negative.
This is not the case for the DF-PCM, because the inverse to the selectivity matrix, i.e.
[K(”"")] has negative off-diagonal elements; the sign of the error is thus dependent
on actual values of the vector AW = Kmes) . glames)
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Comparing (16) and (18) one can consider the following conditions:
1. The number of sensors is equal to the number of ions (M = I).
2. Activities of non-measureable ions a””"* are all zeros.
3. Sensors are ideally selective towards non-measureable ions (i.e. K" = @),
Under each of the above conditions the DF-PCM estimate is exact, but the basic PCM
estimate exhibits a non-negligible systematic error — denoted in (18) with AXCM:D_ This
inaccuracy goes to zero only when sensors are ideally selective (i.e. when K™ = Iy
or equivalently AK = Oy).

Insensitivity of DF-PCM to non-ideal sensor selectivity towards measureable ions,
which was already shown and explored by the author in [3,11], favours DF-PCM
over PCM ~ when actual measurement setup satisfy the above specified conditions.
However, the winner is not that clear when sensors exhibit finite selectivity towards
non-measureable ions. One can see in (16) and (18) that accuracy of both techniques
is affected by the same term K™ . a9 byt the corresponding error terms differ.
The case study below gives more insight into the difference of inaccuracy.

Case study

I =3 ions of unit charge number are assumed with activities in the range 1072 to
107> mol/l; the first M = 2 jons are measureable by N = 2 sensors. Three matrices,
containing sensor selectivity, are considered.

Case A, The first K matrix:

1.000  0.001 0.001 ] (19)

Kf":{ 0.001  1.000 0.001

describes sensors of fair selectivity towards all ions. Accuracy of both PCM and
DF-PCM is expected to be good.
Case B. The second K matrix:

0.001  1.000 0.001 (20)

represents much lower selectivity of the first sensor towards the second ion. DF-PCM
is expected to perform better, improving on accuracy of the first ion estimate by taking
advantage of better accuracy of the second ion estimate.

Case C. Description of the first ion in the third selectivity matrix:

K.—| 1000 0100 0000
71 0.000 1.000 0.010

shows ideal selectivity towards the third ion, and the same low selectivity towards the
second ion. Second sensor is perfectly selective towards the first ion, but interference
from the third ion can be expected. It is hard to bet on winner of accuracy comparison.
Monte Carlo simulation with 1000 samples was set up to investigate accuracy of
DF-PCM and PCM. Activities of the three ions were selected randomly. A sequence of
3000 random numbers, uniformly distributed in the interval [-5; — 2], was transformed
(by 10" function) to the interval [107%; 1073]. For each triple of the consecutive numbers
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the vector a was formed, and then PCM and DF-PCM estimates and their inaccuracies
were calculated.

To visualise accuracy of the two competitors the following component-wise ratios
of (relative) inaccuracies were calculated for each sample:

(DF) (PCM) (DF) (DF)
o = A] Al _ Al n = Az 22)
wPcmy | T APCHM)
a a A, A

Results of these calculations are shown in Fig. 3 - Fig. 5.

055

T 2 5 -4
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lg(a) lg(a,)

Fig. 3. Dependence of figures of merit (7, — the upper row, 7, — the lower row of plots) on activities of
the measureable ions for case A
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4 -3 -3
lg(a) lg(a,)

Fig. 4. Dependence of figures of merit (57, — the upper row, 17, — the lower row of plots) on activities of
the measureable ions for case B
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Fig. 5. Dependence of figures of merit (17, — the upper row, 1, — the lower row of plots) on activities of
the measureable ions for case C
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For cases A and B the component-wise accuracy ratios belong to the interval [0; 1],
i.e. accuracy of DF-PCM is not worse than PCM for all samples. Situation is different
for case C, though (see Fig. 5). The value of n; can be significantly larger than 1,
suggesting that PCM obtains better estimation accuracy of the first, while DF-PCM of
the second, ion activity.

For the same samples another figure of merit was calculated — ratio of Chebyshev
norm of relative inaccuracy for DF-PCM and PCM estimates:

50F (DF) A(PCM)
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One can see in Fig. 6, that value of 11 is contained in the [0; 1] range. It means that
for each of these samples, which expressed previously higher inaccuracy for some
component of DF-PCM estimate vector, the other component was estimated much less
accurately by PCM and that other component inaccuracy determined overall larger
inaccuracy of PCM for that sample. Thus DF-PCM is a winner also in case C.

To give yet more insight into distribution of inaccuracy — another comparison
was set up for the same Monte Carlo experiment. For water monitoring application
it is typical to require 10% relative inaccuracy from ion measurement instruments.
Thus this time estimates at all the 1000 samples points were checked for satisfying
requested (10%) accuracy. Coordinates of the samples, which satisfy the requirement,
are shown in Fig. 7-Fig. 9 with ‘x’ marks. It is seen in all the three cases, that
DF-PCM provides larger area, named here “the acceptability region”, which contains
samples corresponding to ion estimates of sufficiently good accuracy (here: 10%).
Again DF-PCM is shown to provide estimates with better accuracy than that for PCM
estimates.

35
lga))
DF-PCM, case A

e

Fig. 7. Location of samples that do not satisfy 10% accuracy requirement for case A. Boundary of the
acceptability region is shown with dashed lines
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Fig. 8. Location of samples that do not satisfy 10% accuracy requirement for case B. Boundary of the
acceptability region is shown with dashed lines

PCM, case C
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Fig. 9. Location of samples that do not satisty 10% accuracy requirement for case C. Boundary of the
acceptability region is shown with dashed lines
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Fig. 10. Ilustration of the measurement range definition problem for 2-sensor basic PCM procedure

2.4. INACCURACY OF SINGLE AND MULTI-SENSOR PCM TECHNIQUES

The last experiment enabled important comments on measurement ranges in multi-
sensor chemical measurements. It is customary for a user of a measurement instrument,
to expect from a manufacturer to specify a range of measureand values that can be
found with assumed inaccuracy (be it 10% in our case). It is seen from our case study,
that the lower end of such an interval can be specified for each component of DF-PCM
estimate vector independently. For PCM this is not the case — measurement ranges for
the first two ions are interdependent.

This situation can be described analytically as follows.

Let us denote the range of variation for each of ion activity as lasail, i=1,...,N

(in our case study a;, = 107°, ;= 1072, N = 2). Considering (16) we obtain:

wry _ 93 | Kiz— K2 Ky
AT ET KK [ Ky — Ki3 - Koy ] (24)
K;; denotes the element of the selectivity matrix (see (19)-(21)) which is at the
cross-section of the i-th row and j-th column in the selectivity matrix K. Assuming
that K12K; < 1 in (24) — the requirement: u < & = 10% on relative accuracy of
DF-PCM, expressed with (23), can be written as the following set of inequalities:

az - (K3 — K1z - Kp3) az - (Ky — K3 - Kyp)
—a; £ —— <ap,, —ay £ ——— sa,
A-(1-Kp-Kyp) f- (1=K - Kar)
for all a3 € la,; as] (25)

For the case C of our study we end up with the two inequalities, defining “the
acceptability region”:
1073 7%
0.999 j

- 107 (26)
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One can see agreement of inequalities (26) and the acceptability region obtained by
simulation (see Fig. 9). The inequalities (26) determine the lower end of the measure-
ment range for DF-PCM — independently for each measureable ion. The upper range
is determined in practice by increase of sensor model ((1),(5)) inaccuracy for higher
level of the main ion concentration, that is caused by interference from ions of opposite
charge sign (counter-ions). For users interested in ion concentration (and not activity)
~ the upper side of the measurement range is related to possible change (increase) of
the ionic strength due to large concentration increase of any (or both) ions.

We can perform similar derivation for the basic PCM technique, considering in-
accuracy expression (18). Instead of inequalities (25) we get the following ones:

|Kiz-ax+ Kiz-as| < fi-ar, |Ky-ay+Kps-as|l S fi-ap forallag € [ay;a3]  (27)
For the case C the “acceptability region” is defined by:

(i 0.01 0.01
a < ”’lu—‘al =Eaq, a2 —a; + ——ad3=0.1-a; + 107 (28)
0.1 M H

Again, agreement with the simulation can be noticed (see Fig. 9).

Let us note, that for PCM accuracy constraints restrict measureable ions jointly
(and not one at a time as is the case for DF-PCM). This creates a problem, when
determining measurement range — as illustrated in Fig. 10. When we select rectangle
Ry to represent pairs (a;,a;) of ion activities, for which estimation inaccuracy stays
within presumed limit () — then measurement ranges are just projections of R; onto
both axes. For the first ion we thus have measurement range 7y, as shown in Fig. 10.
But instead of R, we might as well use R, — ending up with completely different
measurement ranges (see r, in Fig. 10). Thus it was demonstrated, that for the basic
PCM approach it is rational not to represent measurement ranges in a traditional way
— with fixed width intervals, independent for each ion. Instead, formulae should be
provided, that express relationships among endpoints of intervals for each ion. This
is in fact equivalent to symbolic representation of the border to the measurement
acceptability region (for given maximum inaccuracy level).

3. CONCLUSIONS

The paper presented comparison of two multi-sensor measurement techniques, cal-
led basic PCM and DF-PCM. The latter one was shown to provide superior systematic
inaccuracy and clearer measurement range specifications. The problem of entangled
measurement ranges was presented for the PCM approach, and a rational solution was
shown.
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Instytut Mikroelektroniki

i Optoelektroniki

Dr inz. Lech Lewandowski
Politechnika Warszawska
Instytut Systeméw Elektronicznych
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Prof. dr hab. inz. Jacek Kudrewicz
Politechnika Warszawska
Instytut Systeméw Elektronicznych

Mgr inz. Grzegorz Mazur
Politechnika Warszawska
Instytut Informatyki

Prof. dr hab. inz. Marian Mifek
Politechnika Zielonogérska
Instytut Metrologii Elektrycznej

Prof. dr hab. inz. Jozef Modelski
Politechnika Warszawska
Instytut Radioelektroniki

Prof. dr hab. inz. Tadeusz Morawski
Politechnika Warszawska
Instytut Radioelektroniki

Prof. dr hab. inz. Jan Mulawka
Politechnika Warszawska
Instytut Systeméw Elektronicznych

Prof dr hab inz. Andrzej Napieralski
Politechnika L.édzka

Katedra Mikroelektroniki

i Technik Informatycznych

Dr inz. Leszek Opalski
Politechnika Warszawska
Instytut Systemdéw Elektronicznych

Dr inz. Andrzej Pacut
Politechnika Warszawska
Instytut Automatyki

Prof. dr Wincenty Pajewski
Polska Akademia Nauk, Warszawa

Instytut Podstawowych Probleméw Techniki

Prof. dr hab. inz. Tadeusz Luba
Politechnika Warszawska
Instytut Telekomunikacji

 Dr inz. Andrzej Paszkiewicg

Politechnika Warszawska
Instytut Telekomunikacji

Dr hab. inz. Jan Petykiewicz
Politechnika Warszawska
Instytut Fizyki

Prof. dr hab. inZ. Andrzej Pfitzner
Politechnika Warszawska
Instytut Mikroelektroniki i Optoelektroniki

Prof. dr hab. inz. Stanistaw J. Piestrach
Politechnika Wroclawska
Instytut Cybernetyki Technicznej

Prof. dr hab. Marian Piekarski
Politechnika Wroclawska
Instytut Telekomunikacji i Akustyki

Prof dr hab. inz. Anna Piotrowska
Instytut Technologii Elektronicznej
Warszawa

Prof, dr hab. inz. Kazimierz J. Pluciriski
Wojskowa Akademia Techniczna
Instytut Podstaw Elektroniki, Warszawa

Dr inz. Stawomir Pluta

Politechnika Opolska

Wydziat Elektrotechniki, Automatyki
i Informatyki

Prof. dr hab. Wlodzimier; Pogribny
Akademia Techniczno-Rolnicza
Instytut Telekomunikacji, Bydgoszcz
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Dr hab. inz. Zdzistaw Papir
Akademia Goérniczo-Hutnicza,
Krakéw Katedra Telekomunikacji

Dr inz. Artur Przelaskowski
Politechnika Warszawska
Instytut Radioelektroniki

Dr inz. Mariusz Rawski
Politechnika Warszawska
Instytut Telekomunikacji

Dr inz. Mirostaw Rojewski
Politechnika Gdariska
Katedra Systeméw Informacyjnych

Prof. nadzw. dr hab. Ryszard Romaniuk
Politechnika Warszawska
Instytut Systeméw Elektronicznych

Prof. ndzw. dr hab. Stanisfaw Rosloniec
Politechnika Warszawska

Instytut Instytut Radioelektroniki

i Ukladéw Elektronicznych

Dr hab. Krzysztof Sacha
Politechnika Warszawska
Instytut Automatyki i Informacji Stosowanej

Prof. dr hab. inz. Jerzy Siuzdak
Politechnika Warszawska
Instytut Telekomunikacji

Prof. ndzw. dr hab. Wiadystaw Skarbek
Politechnika Warszawska
Instytut Radioelektroniki

Prof. dr hab. inz. Mieczystaw Szustakowski
Wojskowa Akademia Nauk
Instytut Optoelektroniki, Warszawa

Dr inz. Jacek Szymanowski
Politechnika Warszawska

Instytut Automatyki i Informatyki
Stosowanej

Dr inz. Lech Sliwa
Politechnika Warszawska
Instytut Podstaw Elektroniki
i Informatyki

Dr hab. Lech Sredniawa
Politechnika Warszawska
Instytut Telekomunikacji
i Informatyki

Prof. dr hab. inz. Leszek Trybus
Politechnika Rzeszowska
Katedra Automatyki i Informatyki

Prof. dr hab. Maria Trrzaska
Politechnika Warszawska
Instytut Systeméw Elektronicznych

Prof. dr hab. inz. Krzysztof W. Wawryn
Politechnika Koszalifiska
Katedra Teorii Obwodéw

Mgr inz. Krzysitof Wiostowski
Politechnika Warszawska
Instytut Telekomunikacji

Dr Piotr Witoniski
Politechnika Rzeszowska
Instytut Mikroelektroniki i Optoelektroniki

Prof. ndzw. dr hab inz. Andrzej Wojtkiewicz
Politechnika Warszawska
Instytut Systeméw Elektronicznych

Dr inz. Wojciech Wojtasiak
Politechnika Warszawska
Instytut Radioelektroniki
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Pik. dr hab. inz. Marian Tadeusz Wnuk
Wojskowa Akademia Techniczna
Instytut Telekomunikacji, Warszawa

Prof. dr hab. inz. Jacek Wojciechowski
Politechnika Warszawska

Instytut Probleméw Techniki
Stosowanej

Dr inz. Adam W. Woiniak
Politechnika Warszawska
Instytut Automatyki

Prof. dr hab. inz. Jozef WoZniak
Politechnika Gdariska
Katedra Systeméw Informacyjnych

Prof. dr hab. inz. WWaldemar Wijcik
Politechnika Lubelska
Katedra Elektroniki

Dr hab. inz. Zygmunt Wrébel
Uniwersytet Slaski
Instytut Probleméw Techniki

Dr inz. Wojciech Zabofotny
Politechnika Warszawska
Instytut Instytut Systeméw Elektronicznych

Prof. dr hab. inz. Janusz Zargbski
Akademia Morska

Katedra Radioelektroniki Morskiej,
Gdynia




